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ABSTRACT

Machine Learning and Immersive Approaches to Graph Visualization

Graphs are widely used to represent complex systems, such as social networks, power

grids, and biological networks. Visualizing a graph in a node-link diagram or an

adjacency matrix view allows people to intuitively understand and communicate the

structural information in the data, which is especially helpful for non-experts in network

analysis. However, despite decades of research, deriving effective visualizations of a

graph is still a challenging task.

Computing node-link diagrams of a large graph needs a significant amount of time.

Moreover, one needs to allocate significant computing resources without any hint of

what the result will look like. This dissertation presents a technique that can instantly

show a preview of a node-link diagram. I have developed novel graph kernels to

quickly measure the structural similarities between graphs. In addition, this approach

can estimate quality metrics (e.g., the number of edge crossings). The previews and

estimations using my graph kernels can be obtained several orders of magnitude faster

than computing the actual node-link diagrams and their quality metrics.

Different layouts (i.e., the node positions of a node-link diagram and the node

ordering of an adjacency matrix view) can highlight distinct structural characteristics

of the same graph. However, due to the vast design space, substantial efforts and

expertise are required to create the desired layout of a graph that best suits the goal

of the visualization. I present two machine learning techniques that assist users in

producing effective visualizations of a graph, one for node-link diagrams and the other

for adjacency matrix views. I have designed encoder-decoder architectures to learn a

generative model that constructs a two-dimensional latent space of diverse layouts of a

graph. By mapping a grid of generated samples, a two-dimensional latent space can

be used as a what-you-see-is-what-you-get interface. This allows users to intuitively

navigate and generate various visualizations by simply pointing to a location in the

latent space. Thus, users can effortlessly design effective visualizations for network
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analysis and communication without exhaustedly tweaking the parameters of layout

algorithms.

The display and input devices affect users’ productivity in analyzing data. The

recent advances in immersive technologies (e.g., head-mounted displays) provide

new opportunities to present and interact with data. However, most of the existing

information visualization techniques, including techniques for visualizing graphs, have

typically been designed for traditional desktop environments. Fundamental knowledge

of designing effective graph visualization in immersive environments is still lacking. In

this dissertation, I investigate layout, rendering, and interaction methods for visualizing

networks in an immersive environment. The results of a user study suggested that

participants completed network analysis tasks more quickly and accurately using my

design than using traditional two-dimensional graph visualization in an immersive

environment, especially for more difficult tasks and larger graphs.

Overall, this dissertation research addresses long-standing problems in graph visu-

alization with fundamentally new designs and thus promises novel technologies that

significantly surpass current capabilities.
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Chapter 1

Introduction

A graph, or a network, consists of a set of nodes and a set of edges where a node

represents an entity, and an edge represents a relationship between two entities. Graphs

are widely used to represent complex systems, such as interactions between proteins,

data communications between computers, and relationships between people.

Drawing a graph as a node-link diagram, where the nodes are drawn as points, and

the edges are drawn as lines, is the most popular and intuitive way to present ideas or

findings on the graph. Examples include drawing of a state machine to describe and

analyze a model, illustration of a molecular graph to show how the atoms are connected,

and a class diagram to design a software system. The human brain has an exceptional

ability to analyze visual information [169]. Hence, visualizing a graph can help better

understand the relational and structural information in the data, such as patterns and

outliers, that would not be as apparent if presented in a numeric form.

As drawing a node-link diagram by hand would be laborious, a multitude of meth-

ods have been devised to automatically lay out a node-link diagram since the 1960s. The

layout results (i.e., the node positions) of the same graph can greatly vary depending

on which method is used because each method applies a different set of rules to lay out

a graph. For example, Figure 1.1 shows several layout results of the same graph.

It is important to find a “good” layout that can effectively depict the structure of a

graph because the viewer’s understanding of the graph can be significantly influenced
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Fruchterman-Reingold [83] FM3 [98] Kamada-Kawai [127] sfdp [116]

Figure 1.1. For different node-link diagrams of the same graph (a power grid of the
western states of the United States [227], |V| = 4, 941 |E| = 6, 594)

by the layout of the graph [87,118,157,158]. For example, due to the Gestalt principle of

proximity [228], nodes that are close to each other in the layout appear to form clusters.

This visual clustering can be an effective visual encoding when the nodes in a cluster

have similar attributes or relationships. However, it is possible to mislead the viewer if

the nodes are closely placed due to the side effects of the layout method, not because

they have similar features.

Although finding the best layout of a graph is still an open problem, decades of

research in this area have led to several heuristics, often called aesthetic criteria, for

improving and evaluating the quality of a graph layout. For instance, reducing edge

crossings has been shown as one of the most effective criteria to improve the quality of a

layout [118, 132, 184, 185]. Based on aesthetic criteria, several metrics have been defined

to evaluate layouts quantitatively.

However, even with aesthetic criteria and metrics, human intervention is still needed

in the process of selecting a layout. While each heuristic attempts to enhance certain

aspects of a layout, it does not guarantee the overall quality improvement of the

layout [70, 87]. Depending on the given circumstances (e.g., given graph, task, and

environment), certain criteria can lead to incomprehensible layouts [30]. To make

matters worse, there is no consensus on which criteria are the most helpful in a given

circumstance [70]. In fact, studies have shown conflicting and inconclusive results

[87, 132]. Also, it is often not feasible to satisfy several aesthetic criteria in one layout
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because conforming to one may result in violating others [66,67]. Furthermore, selecting

a good layout is highly subjective, as each person might have a different opinion on

what is a “good” layout, even in the same setting.

As selecting a layout depends on various factors, the user typically relies on time-

consuming trial-and-error approach to find a suitable layout. This often requires com-

puting multiple layouts and their corresponding aesthetic metrics. Since graphs are

commonly used in data analysis tasks and are expected to grow in size at even higher

rates, alternative solutions are needed. This dissertation addresses several challenges of

visualizing graphs with fundamentally new approaches.

Enabling Quick Preview of Large Graph Visualization using a Graph Kernel

When a graph is large, it is not practical to rely on trial-and-error for selecting a suitable

layout. The amount of time needed to compute various layouts and aesthetic metrics

is tremendous. For example, laying out a graph with millions of nodes can take hours

or days. Furthermore, analysts often have to invest in expensive computing resources

without any hint of what the layout result will look like.

Chapter 2 presents a technique that can instantly show a preview of a graph visu-

alization. A preview is obtained based on the following assumption: given the same

layout method and the same parameter setting, if two graphs have similar topological

structures, then they are expected to have similar layout results. Under this assumption,

users can expect what a graph would look like using the chosen layout method based on

the existing layouts of graphs that are structurally similar to the input graph. To achieve

this, I developed novel graph kernels to measure the structural similarities between

graphs. The result of a user study demonstrates that the structural similarity computed

with my graph kernel matches the perceptual similarity assessed by human participants.

In addition, this approach can estimate layout quality metrics (e.g., number of edge

crossings). The previews and estimations using my graph kernels can be derived several

orders of magnitude faster than computing the actual layouts and their quality metrics.
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A version [145] of the research in Chapter 2 is published in IEEE Transactions

on Visualization and Computer Graphics and was presented at IEEE Information

Visualization Conference 2017.

Augmenting the Design Process of Node-Link Diagrams using a Deep Generative
Model

Different layouts can highlight different structural characteristics of the same graph. It

is thus necessary to find a “good” layout that shows the features of a graph deemed

important by the user. In practice, users often visualize a graph in multiple layouts by

using different methods and varying parameter settings until they find the layout that

satisfies the purpose of the visualization. However, this trial-and-error process often

results in a haphazard and tedious examination of a large number of layouts. Moreover,

without expertise in layout algorithms, users often blindly tweak parameters, explore

only a fraction of possible layouts, and thus overlook critical insights in the data.

Chapter 3 presents a machine learning technique that builds an intuitive interface for

users to effortlessly produce the layout they want. I have designed an encoder-decoder

architecture to learn a generative model that constructs a latent space of diverse layouts

of a graph. In particular, I trained the model to construct a two-dimensional latent space.

By mapping a grid of generated samples, a two-dimensional latent space can be used as

a what-you-see-is-what-you-get (WYSIWYG) interface. This allows users to intuitively

navigate and generate various layouts by simply pointing to a location in the latent

space, without blindly tweaking parameters of layout algorithms. Thus, users can easily

design effective graph visualizations without a haphazard trial-and-error process or

any expertise in graph layout algorithms. Furthermore, the evaluation results show that

the model is capable of learning and generalizing abstract concepts of graph layouts,

not just memorizing the training examples.

A version [146] of the research in Chapter 3 is published in IEEE Transactions

on Visualization and Computer Graphics and was presented at IEEE Information

Visualization Conference 2019.
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VAT [28] Spectral [68] HC-Average [102] QAP-BAR [73, 102]

Figure 1.2. Four different matrix reorderings of the same graph (the macaque cortical
connectivity [240], |V| = 71 |E| = 438).

Augmenting the Design Process of Adjacency Matrix Views using a Deep Genera-
tive Model

In addition to a node-link diagram, another popular approach to graph visualization is

an adjacency matrix view, where the nodes are laid out as the rows and the columns of

the matrix, and an edge between two nodes is represented by coloring the corresponding

cell in the matrix. Adjacency matrix views are often preferred for visualizing dense

graphs as they do not suffer from occlusion, which is common in node-link diagrams

(e.g., node overlaps and edge crossings).

When visualizing a graph as node-link diagrams, different node positions can show

different structural information of the same graph. Likewise, in adjacency matrix views,

different node orderings often highlight different structural patterns of the same graph

(e.g., Figure 1.2). Finding a “good” node ordering is thus a critical step in designing

effective matrix visualization of a graph. However, users often try different matrix

reorderings using different methods until they find one that best fits the purpose of the

visualization, similar to how users typically visualize a graph in node-link diagrams.

Chapter 4 presents a technique that helps users to intuitively find the desired matrix

view of a graph. The fundamental approach is similar to the one introduced in Chapter 3:

(1) train a generative model that constructs a latent space of diverse matrix reorderings

of a graph and (2) build a WYSIWYG interface using the learned latent space for users

to effortlessly explore various matrix reorderings of the given graph.

5



However, designing a neural network architecture for reordering an adjacency

matrix faces unique challenges. For example, reordering a matrix is not a differentiable

operation. In addition, there can be different node orderings that produce the equivalent

matrix reordering due to the automorphisms. Chapter 4 introduces a design of a neural

network architecture addressing these challenges and demonstrates its capability to

learn a generative model that produces diverse matrix reorderings of the given graph.

Designing Graph Visualization for Immersive Environments

Graph visualization has traditionally limited itself to two-dimensional representations,

primarily due to the prevalence of two-dimensional displays and report formats. How-

ever, there has been a recent surge in popularity of consumer grade immersive displays,

such as head-mounted displays. While techniques that utilize such immersive en-

vironments have been explored extensively for spatial and scientific visualizations,

contrastingly very little has been explored for graph visualization.

Chapter 5 investigates layout, rendering, and interaction methods for visualizing

graphs in an immersive environment. I conducted a user study to evaluate my tech-

niques compared to traditional two-dimensional graph visualization in an immersive

environment. The results show that participants answered significantly faster with a

fewer number of interactions using my techniques, especially for more difficult tasks.

While the overall correctness rates are not significantly different, participants gave

significantly more correct answers using my techniques for larger graphs.

A version [148] of the research in Chapter 5 is published in IEEE Transactions

on Visualization and Computer Graphics and was presented at IEEE Information

Visualization Conference 2016. Also, an initial work [147] of the research was presented

at IEEE Pacific Visualization Symposium 2015.
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Chapter 2

Enabling Quick Preview of
Large Graph Visualization
using a Graph Kernel

When the graph is large, computing several graph layouts and selecting one through

visual inspection and/or aesthetic metrics is, unfortunately, not a practical solution. The

amount of time it would take to compute these various layouts and aesthetic metrics is

tremendous. For a graph with millions of nodes, a single layout can take several hours

or even days to calculate. In addition, we often must consider multiple aesthetic metrics

to evaluate a single graph layout, since there is no consensus on which criteria are the

most effective or preferable [70].

One possible solution to help a time-consuming trial-and-error for selecting a layout

is to quickly estimate aesthetic metrics and show what a graph would look like through

predictive methods. In the field of machine learning, several methods have been used to

predict the properties of graphs, such as the classes of graphs. One prominent approach

to predicting such properties is to use a graph kernel. Graph kernel methods enable us

to apply various kernelized machine learning techniques, such as the Support Vector

Machine (SVM) [55], on graphs.

This chapter presents a machine learning approach that can instantly show what a

graph would look like in different layouts and estimate their corresponding aesthetic

7



metrics. The fundamental assumption of our approach is the following: given the same

layout method, if the graphs have similar topological structures, then they will have

similar resulting layouts. Under this assumption, we introduce new graph kernels to

measure the topological similarities between graphs. Then, we apply machine learning

techniques to show what a new input graph would look like in different layouts and

estimate their corresponding aesthetic metrics. To the best of our knowledge, this is the

first time graph kernels have been utilized in the field of graph visualization.

The primary contributions of this chapter include:

• A fast and accurate method to show what a graph would look like in different

layouts.

• A fast and accurate method to estimate graph layout aesthetic metrics.

• A framework for designing graph kernels based on graphlets.

• A demonstration of the effectiveness of graph kernels as an approach to large

graph visualization.

We evaluate our methods in two ways. First, we compare 13 graph kernels, which

include two state-of-the-art ones, based on accuracy and computation time for estimat-

ing aesthetic metrics. The results show that our estimations of aesthetic metrics are

highly accurate and fast. Our graph kernels outperform existing ones in both time and

accuracy. Second, we conduct a user study to demonstrate that the topological similarity

computed with our graph kernel matches the perceptual similarity assessed by human.

2.1 Background
This section presents the notations and definitions used in this chapter and introduce

graph kernels.

2.1.1 Notations and Definitions

Let G = (V, E) be a graph, where V = {v1, . . . , vn} is a set of n nodes (or vertices),

and E =
{

e1, . . . , em | e = (vi, vj), vi, vj ∈ V
}

is a set of m edges (or links). An edge

e = (vi, vj) is said to be incident to node vi and node vj. An edge that connects a node to

itself e = (vi, vi) is called a self loop. Two or more edges that are incident to the same two

8



nodes are called multiple edges. A graph is considered simple if it contains no self loops or

multiple edges. An undirected graph is one where (vi, vj) ∈ E⇔ (vj, vi) ∈ E. A graph is

called unlabeled if there is no distinction between nodes other than their interconnectivity.

In this chapter, we consider simple, connected, undirected, and unlabeled graphs.

Given a graph G, a graph G′ = (V′, E′) is a subgraph of G if V′ ⊆ V and E′ ⊆ E.

A subgraph G′ = (V′, E′) is called an induced (or vertex-induced) subgraph of G if

E′ = {(vi, vj) | (vi, vj) ∈ E and vi, vj ∈ V′}, that is, all edges in E, between two

nodes vi, vj ∈ V′, are also present in E′. Two graphs G = (V, E) and G′ = (V′, E′)

are isomorphic if there exists a bijection f : V → V′, called isomorphism, such that

(vi, vj) ∈ E⇔ ( f (vi), f (vj)) ∈ E′ for all vi, vj ∈ V.

Suppose we have empirical data (x1, y1), . . . , (xn, yn) ∈ X × Y , where the domain

X is a nonempty set of inputs xi and Y is a set of corresponding targets yi. A kernel

method predicts the target y of a new input x based on existing “similar” inputs and

their outputs (xi, yi). A function k : X ×X 7→ R that measures the similarity between

two inputs is called a kernel function, or simply a kernel. A kernel function k is often

defined as an inner product of two vectors in a feature spaceH:

k(x, x′) =
〈
φ(x), φ(x′)

〉
=
〈
x, x′

〉
where φ : X 7→ H is called a feature map which maps an input x to a feature vector x inH.

2.1.2 Measuring Topological Similarities between Graphs

Based on our assumption, we need to measure the topological similarities between

graphs. Depending on the discipline, this problem is called graph matching, graph

comparison, or network alignment. In the last five decades, numerous approaches have

been proposed to this problem [64, 76]. Each approach measures the similarity between

graphs based on different aspects, such as isomorphism relation [126, 203, 242], graph

edit distance [40], or graph measures [17, 56]. However, many of these traditional

approaches are either computationally expensive, not expressive enough to capture the

topological features, or difficult to adapt to different problems [173].

Graph kernels have been recently introduced for measuring pairwise similarities
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Figure 2.1. All connected graphlets of 3, 4, or 5 nodes.

between graphs in the field of machine learning. They allow us to apply many different

kernelized machine learning techniques, e.g. SVM [55], on graph problems, including

graph classification problems found in bioinformatics and chemoinformatics.

A graph kernel can be considered to be an instance of an R-convolution kernel [108].

It measures the similarity between two graphs based on the recursively decomposed

substructures of said graphs. The measure of similarity varies with each graph kernel

based on different types of substructures in graphs. These substructures include walks

[86,130,217], shortest paths [31], subtrees [189,196,197], cycles [115], and graphlets [198].

Selecting a graph kernel is challenging as many kernels are available. To exacerbate the

problem, there is no theoretical justification as to why one graph kernel works better

than another for a given problem [198].

Many graph kernels often have similar limitations as previously mentioned ap-

proaches. They do not scale well to large graphs (time complexity of O(|V|3) or higher)

or do not work well for unlabeled graphs. To overcome this problem, a graph kernel

based on sampling a fixed number of graphlets has been introduced to be accurate and

efficient on large graphs [173, 198].

Graphlets are small, induced, and non-isomorphic subgraph patterns in a graph

[182] (Figure 2.1). Graphlet frequencies (Figure 2.2) have been used to characterize

biological networks [181, 182], identify disease genes [163], and analyze social network

structures [211]. Depending on the definition, the relative frequencies are called graphlet
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frequency distribution, graphlet degree distribution, or graphlet concentrations. While these

works often have different definitions, the fundamental idea is to count the individual

graphlets and compare their relative frequencies of occurrence between graphs. A graph

kernel based on graphlet frequencies, called a graphlet kernel, was first proposed by

Shervashidze et al. [198]. The main idea is to use a graphlet frequency vector as the

feature vector of a graph, then compute the similarity between graphs by defining the

inner product of the feature vectors.

2.2 Approach
Our approach is a supervised learning of the relationship between topological features of

existing graphs and their various layout results. This also includes the layouts’ aesthetic

metrics. Like many supervised learning methods, our approach requires empirical

data (training data) of existing graphs, their layout results, and corresponding aesthetic

metrics. This generally takes a considerable amount of time, but can be considered a

preprocessing step as it is only ever done once. The benefit of machine learning is that

as we add more graphs and their layout results, the performance generally improves.

In this section, we introduce:

1. A framework for designing better graphlet kernels

2. A process of using graph kernels to determine what a graph would look like in

different layouts

3. A method to estimate the aesthetic metrics without calculating actual layouts

2.2.1 Graphlet Kernel Design Framework

One of the key challenges of our approach is choosing a graph kernel. While many

graph kernels are available, we focus on sampling based graphlet kernels because they

are computationally efficient and are designed for unlabeled graphs. To improve the

performance of a graphlet kernel, we introduce a framework for designing graphlet

kernels. Our framework consists of three steps:

1. Sampling graphlet frequencies

2. Scaling graphlet frequency vectors

11
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Figure 2.2. Examples of graphlet frequencies. The x-axis represents connected graphlets
of size k ∈ {3, 4, 5} and the y-axis represents the weighted frequency of each graphlet.
Four graphs are drawn with sfdp layouts [116]. If two graphs have similar graphlet
frequencies, i.e., high topological similarity, they tend to have similar layout results (a
and c). If not, the layout results look different (a and b). However, in rare instances,
two graphs can have similar graphlet frequencies (b and d), but vary in graph size,
which might lead to different looking layouts.

3. Defining an inner product between two graphlet frequency vectors

For each step, we discuss several possible design choices. Our framework defines

several new types of graphlet kernels.

Existing studies related to graphlets and graphlet kernels are scattered throughout

the literature, including machine learning and network science. Each of the studies

focuses on certain aspects of a graphlet kernel. Our framework unifies the related works

for graphlet kernels.

2.2.1.1 Sampling Graphlet Frequencies

One of the challenges for constructing a graphlet kernel is computing the graphlet

frequencies. Exhaustive enumeration of graphlets with k nodes in a graph G is O(|V|k),

which is prohibitively expensive, even for graphs with a few hundred or more nodes.

Thus, sampling approaches have been introduced to obtain the graphlet frequencies in
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a short amount of time with acceptable error.

Random node sampling (RN): Most existing works on graphlet kernels have sam-

pled graphlets using a random node sampling method [32]. To sample a graphlet of

size k, this method randomly chooses k nodes in V and induces the graphlet based on

their adjacency in G. This step is repeated until the number of sampled graphlets is

sufficient. Since this sampling method randomly chooses k nodes without considering

their interconnectivity in G, it has several limitations. As many real world networks are

sparse [17], |E| � O(|V|2), most randomly sampled graphlets are disconnected. Conse-

quently, the frequency of disconnected graphlets would be much higher than connected

ones. If disconnected graphlets lack discriminating traits between graphs, and they

outnumber the informative graphlets, comparing graphs becomes increasingly difficult.

While we could only sample connected graphlets by excluding disconnected ones, this

requires a tremendous number of sampling iterations to sample a sufficient number

of connected graphlets. Since there is no lower bound on the number of iterations for

sampling certain amounts of connected graphlets, using RN to sample only connected

graphlets would lead to undesirable computation times.

Random walk sampling (RW): There are other methods to sample graphlets based

on random walks, such as Metropolis-Hasting random walk [187], subgraph random

walk [220], and expanded Markov chain [48]. However, they have not been used for

designing graphlet kernels in the machine learning community. Unlike RN sampling,

they sample graphlets by traversing the structure of a given graph. That is, they search

for the next sample nodes within the neighbors of the currently sampled nodes. Thus,

they are able to sample connected graphlets very well.

2.2.1.2 Scaling Graphlet Frequency Vector

A graphlet frequency vector x is defined such that each component xi corresponds to

the relative frequency of a graphlet gi. In essence, the graphlet frequency vector of a

graph is the feature vector of the graph.

Linear scale (LIN): Many existing graphlet kernels use linear scaling, often called

graphlet concentration, which is the percentage of each graphlet in the graph. As several
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works use weighted counts wi of each graphlet gi, this scaling can be defined as:

xi =
wi

∑ wi
(2.1)

Logarithmic scale (LOG): Similar to the node degree distribution, the distribution

of graphlet frequency often exhibits a power-law distribution. This again can cause a

significant problem if graphlets that lack discriminating traits between graphs outnum-

ber the informative graphlets. Thus, several studies [182, 187] used a logarithmic scale

of the graphlet frequency vector to solve this problem. While the exact definition of

these methods differ, we generalize it using the following definition:

xi = log
(

wi + wb

∑(wi + wb)

)
(2.2)

where wb > 0 is a base weight to prevent log 0.

2.2.1.3 Defining Inner Product

Several kernel functions can be used to define the inner product in a feature spaceH.

Cosine similarity (COS): Most existing graphlet kernels use the dot product of two

graphlet frequency vectors in Euclidean space, then normalize the kernel matrix. This

is equivalent to the cosine similarity of two vectors, which is the L2-normalized dot

product of two vectors: 〈
x, x′

〉
=

x · x′T
‖x‖ ‖x′‖ (2.3)

Gaussian radial basis function kernel (RBF): This kernel is popularly used in

various kernelized machine learning techniques:

〈
x, x′

〉
= exp

(
−‖x− x′‖2

2σ2

)
(2.4)

where σ is a free parameter.

Laplacian kernel (LAPLACIAN): Laplacian kernel is a variant of RBF kernel:

〈
x, x′

〉
= exp

(
−‖x− x′‖1

σ

)
(2.5)

where ‖x− x′‖1 is the L1 distance, or Manhattan distance, of the two vectors.
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Figure 2.3. A projection of topological similarities between 8,263 graphs measured
by our RW-LOG-LAPLACIAN kernel. Based on the topological similarity, our ap-
proach shows what a graph would look like in different layouts and estimates their
corresponding aesthetic metrics. The graphs are clustered based on their topological
similarities for the purpose of the user study. The two graphs in each pair are the most
topologically similar, but not isomorphic, to each other. The projection is computed
with t-SNE [214], and the highlighted graphs are visualized with FM3 layout [98]. An
interactive plot is available in the supplementary materials [9].

2.2.2 What Would a Graph Look Like in This Layout? (WGL)

Graph kernels provide us with the topological similarities between graphs. Using these

pairwise similarities, we design a nearest neighbors based method, similar to k-nearest

neighbors, to show what a graph would look like in different layouts. Given a new

input graph Ginput, we find the k most topologically similar graphs, and show their

existing layout results to the users. Thus, if our assumption is true, users can expect

the layout results of new input graphs by looking at the layout results of topologically

similar graphs.

Graph kernels can fail to capture the similarity between graphs depending on the

structural characteristics of the given graphs. Some cases with obvious causes can be

addressed by adding a set of constraints in the process of finding k topologically most
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similar graphs. For example, while graph kernels are able to find topologically similar

graphs, many of them do not explicitly take the size of graphs into account. In rare cases,

it is possible to find topologically similar graphs that vary in size. For instance, 2.2b

and 2.2d have similar graphlet frequencies, yet have different layout results. To prevent

this, we add some constraints when we find similar graphs, such as only counting a

graph that has more than half and less than double the amount of nodes as the input

graph. Although many constraints could be added, in the evaluation (Section 2.4), we

only use this size-based constraint to evaluate the raw power of the graph kernels.

As a result, for the new input graph Ginput, we find k most similar graphs as follows:

1. Compute the similarity between existing graphs and Ginput

2. Remove the graphs that do not satisfy a set of constraints

3. Select the k most similar graphs

After we have obtained the k most similar graphs to the input graph Ginput, we show

their existing layout results to the user.

2.2.3 Estimating Aesthetic Metrics (EAM)

As the aesthetic metrics are continuous values, estimating the aesthetic metrics is a

regression problem. There are several kernelized regression models, such as Support

Vector Regression (SVR) [202], that can be used for estimating the aesthetic metrics

based on the similarities between graphs obtained by graph kernels. Computing actual

aesthetic metrics of a layout requires a calculation of the layout first. However, our

approach is able to estimate the metrics without calculating actual layouts.

Training: To estimate the aesthetic metrics, we first need to train a regression model:

1. Prepare the training data (layouts and their aesthetic metrics of existing graphs)

2. Compute a kernel matrix using a graph kernel (pairwise similarities between all

graphs in the training data)

3. Train regression model

Estimation: To estimate an aesthetic metric of a new input graph:

1. Compute similarity between the input graph and other graphs in the training data

2. Estimate value using the trained regression model
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2.3 Evaluation 1: Estimating Layout Aesthetic Metrics
There are several questions we wanted to answer within this evaluation:

• Is our method able to accurately estimate the layout’s aesthetic metrics without

computing the layout?

• Is our method able to quickly obtain the estimations?

• Does our graph kernels, derived from our framework, outperform state-of-the-art

graph kernels in terms of computation time and estimation accuracy?

We describe the experimental design, apparatus, implementation, and metrics used in

the study. We also answer each of these questions in the results section.

2.3.1 Experimental Design

We perform 10-fold cross validations to compare 13 different graph kernels in terms

of their accuracy and computation times for estimating four aesthetic metrics on eight

layout methods.

2.3.1.1 Datasets

We started by collecting around 3,700 graphs from [61], which includes, but not limited

to, social networks, web document networks, and geometric meshes. Without loss

of generality, graphs with multiple connected components were broken down into

separate graphs (one connected component to one graph). After that, we removed any

graph with less than 100 nodes, as there would be little benefit from a machine learning

approach since most layout methods are fast enough for small graphs. This left us

with a total of 8,263 graphs for our study. The graphs range from 100 nodes, and 100

edges up to 113 million nodes and 1.8 billion edges. More details about the graphs,

such as characteristic measures and layout results, can be found in the supplementary

materials [9].

Not all graphs were used for each layout method, as some layout algorithms failed to

compute the results within a reasonable amount of time (10 days) or ran out of memory.

Exact numbers of graphs used for each layout are reported in the supplementary

materials [9].
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2.3.1.2 Kernels

We compare a total of 13 graphlet kernels. Using our framework, 12 graphlet kernels are

derived from a combination of 2 graphlet sampling methods (RN and RW) × 2 types

of graphlet frequency vector scaling (LIN and LOG) × 3 inner products (COS, RBF,

and LAPLACIAN). We denote a kernel derived from our framework by a combination

of the above abbreviations. For example, RW-LOG-LAPLACIAN denotes a graphlet

kernel which samples graphlets based on a random walk, uses a log scaled graphlet

frequency vector, and computes the similarity using the Laplacian kernel function. We

also compare with state-of-the-art graphlet kernels. The original graphlet kernel [198]

can be constructed using our framework and is included in the 12 kernels (RN-LIN-

COS). Lastly, the 13th graph kernel is a Deep Graphlet Kernel (DGK) from Yanardag and

Vishwanathan [236].

We used a sampling method from Chen et al. [48] as the RW sampling. For all

kernels, we sampled 10,000 graphlets of 3, 4, and 5 nodes for each graph. The graphlets

of 3, 4, and 5 nodes are widely used due to computational costs. Also, the graphlets

of 6 or more nodes are rare [187]. RW sampling considers only connected graphlets,

as in [48], while RN sampling counts both connected and disconnected graphlets, as

in [198, 236]. All kernel matrices are normalized such that the similarity between a

graph and itself has a value of 1.

2.3.1.3 Layouts

The process of laying out a graph has been actively studied for over five decades. Sev-

eral studies [66,67,87,206,218] provide a comprehensive review of these layout methods.

While there are methods designed for specific purposes, such as orthogonal layout

methods [132], in this chapter, we focus on two-dimensional layout methods that draw

all edges in straight lines. Due to the volume of layout methods proposed, evaluat-

ing all the methods is impractical. For this evaluation, we used eight representative

layout methods of five families based on groupings found in [87, 218]. Our selection

process prioritized methods that have been popularly used, have a publicly available

implementation, and have a proven track record over other state-of-the-art methods.
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Force-directed methods: Force-directed methods are based on a physical model of

attraction and repulsion. They are among the first layout methods to be developed and

are some of the most commonly used layout methods today. In general, force-directed

layout methods fall within two groups: spring-electrical [71, 81, 83] and energy-based

approaches [60,127]. We selected one from each group: Fruchterman-Reingold (FR) [83]

from spring-electrical approaches and Kamada-Kawai (KK) [127] from energy-based

approaches.

Dimensionality reduction based method: Dimensionality reduction techniques,

including multidimensional scaling (MDS) or principal component analysis (PCA),

can be used to lay out a graph using the graph-theoretic distance between node pairs.

PivotMDS [35] and High-Dimensional Embedder (HDE) [107] work by assigning several

nodes as the pivots, then constructing a matrix representation with graph-theoretic

distances of all nodes from the pivots. Afterward, dimensionality reduction techniques

are applied to the matrix. We selected HDE [107] in this family.

Spectral method: Spectral layout methods use the eigenvectors of a matrix, such as

the distance matrix [51] or the Laplacian matrix [140] of the graph, as coordinates of the

nodes. We selected the method by Koren [140] in this family.

Multi-Level methods: Multilevel layout methods are developed to reduce compu-

tation time. These multilevel methods hierarchically decompose the input graph into

coarser graphs. Then, they lay out the coarsest graph and use the node position as the

initial layout for the next finer graph. This process is repeated until the original graph

is laid out. Several methods can be used to lay out the coarse graph, such as a force-

directed method [85, 98, 106, 116, 219], a dimensionality reduction based method [54], or

a spectral method [82, 141]. We selected sfdp [116] and FM3 [98] in this family.

Clustering based methods: Clustering based methods are designed to emphasize

graph clusters in a layout. When the graph size is large, users tend to ignore the number

of edge crossings in favor of well-defined clusters [215]. We selected the Treemap based

layout [165] and the Gosper curve based layout [166] from this family, which utilizing

the hierarchical clustering of a graph to lay out the graph.
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2.3.1.4 Aesthetic Metrics

Aesthetic criteria, e.g., minimizing the number of edge crossings, are used for improving

the readability of a graph layout. Bennett et al. [25] reviewed various aesthetic criteria

from a perceptual basis. Aesthetic metrics enable a quantitative comparison of the

aesthetic quality of different layouts. While there are many aesthetic criteria and metrics

available, many of them are informally defined or are defined only for specific types of

layout methods. Many also do not have a normalized metric for comparing graphs of

different sizes, or are too expensive to compute (e.g., symmetry metric in [183] is O(n7)).

In this evaluation, we chose four aesthetic metrics because they have a normalized form,

are not defined only for specific types of layouts, and can be computed in a reasonable

amount of time.

Crosslessness (mc) [183]: Minimizing the number of edge crossings has been found as

one of the most important aesthetic criteria in many studies [118, 132, 184, 185]. The

crosslessness mc is defined as

mc =


1− c

cmax
, if cmax > 0

1, otherwise
(2.6)

where c is the number of edge crossings and cmax is the approximated upper bound of

the number of edge crossings, which is defined as

cmax =
|E| (|E| − 1)

2
− 1

2 ∑
v∈V

(deg(v) (deg(v)− 1)) (2.7)

Minimum angle metric (ma) [183]: This metric quantifies the criteria of maximizing

the minimum angle between incident edges on a node. It is defined as the average absolute

deviation of minimum angles between the incident edges on a node and the ideal

minimum angle θ(v) of the node:

ma = 1− 1
|V| ∑

v∈V

∣∣∣∣θ(v)− θmin(v)
θ(v)

∣∣∣∣ , θ(v) =
360◦

deg(v)
(2.8)

where θmin(vi) is the minimum angle between the incident edges on the node.

Edge length variation (ml) [99]: Uniform edge lengths have been found to be effective

aesthetic criteria for measuring the quality of a layout in several studies [132]. The

20



coefficient of variance of the edge length (lcv) has been used to quantify this criteria [99].

Since the upper bound of the coefficient of variation of n values is
√

n− 1 [131], we

divide lcv by
√
|E| − 1 to normalize:

ml =
lcv√
|E| − 1

, lcv =
lσ
lµ

=

√√√√ ∑
e∈E

(le − lµ)2

|E| · l 2
µ

(2.9)

where lσ is the standard deviation of the edge length and lµ is the mean of the edge

length.

Shape-based metric (ms) [72]: Shape-based metric is a more recent aesthetic metric

and was proposed for evaluating the layouts of large graphs. The shape-based metric

ms is defined by the mean Jaccard similarity (MJS) between the input graph Ginput and

the shape graph GS:

ms = MJS(Ginput, GS), MJS(G1, G2) =
1
|V| ∑

v∈V

|N1(v) ∩ N2(v)|
|N1(v) ∪ N2(v)|

(2.10)

where G1 = (V, E1) and G2 = (V, E2) are two graphs with the same node set and Ni(u)

is the set of neighbours of v in Gi. We use the Gabriel graph [84] as the shape graph.

2.3.2 Apparatus and Implementation

We perform 10-fold cross validations of ε-SVR implemented by [45]. To remove random

effects of the fold assignments, we repeat the whole experiment 10 times and report

mean accuracy metrics (Table 2.1).

We obtained the implementation of DGK [236] from the authors. The implementation

of each layout method was gathered from: sfdp [176], FM3 [49], FR [176], KK [49],

Spectral [100], and Treemap [165] and Gosper [166] are provided by the authors. Other

kernels and layout methods were implemented by us. For crosslessness (mc), a GPU

based massively parallel implementation was used. For other metrics, parallel CPU

based on implementations written in C++ were used. The machine we used to generate

the training data and to conduct the experiment has two Intel Xeon processors (E5-4669

v4) with 22 cores (2.20 GHz) each, and two NVIDIA Titan X (Pascal) GPUs .
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2.3.3 Accuracy Metrics

Root-Mean-Square Error (RMSE) measures the difference between measured values

(ground truth) and estimated values by a model. Given a set of measured values

Y = {y1, . . . , yn} and a set of estimated values Ỹ = {ỹ1, . . . , ỹn}, the RMSE is defined

as:

RMSE(Y , Ỹ) =
√

1
n ∑

i
(yi − ỹi)2 (2.11)

The coefficient of determination (R2) shows how well a model “fits” the given data.

The maximum R2 score is 1.0 and it can have an arbitrary negative value. Formally, it

indicates the proportion of the variance in the dependent variable that is predictable

from the independent variable, which is defined as:

R2(Y , Ỹ) = 1−∑
i
(yi − ỹi)

2
/

∑
i
(yi − yµ)

2 (2.12)

where yµ is the mean of measured values yi.

2.3.4 Results

We report the accuracy and computation time for estimating the aesthetic metrics.

2.3.4.1 Estimation Accuracy

Due to space constraints, we only reported the results of the two most accurate ker-

nels and state-of-the-art kernels [198, 236] in Table 2.1. The results shown are mean

RMSE (lower is better) and mean R2 (higher is better) from 10 trials of 10-fold cross

validations. The standard deviations of RMSE and R2 are not shown because the values

are negligible: all standard deviations of RMSE are lower than .0006 and all standard

deviations of R2 are lower than .0075. We ranked the kernels based on the mean RMSE

of all estimations.

The most accurate kernel is our RW-LOG-LAPLACIAN kernel. Except for the cross-

lessness (mc) of FM3, our RW-LOG-LAPLACIAN kernel shows best estimation results in

both RMSE and R2 score for all four aesthetic metrics on all eight layout methods. The

second most accurate kernel is our RW-LOG-RBF kernel and is the best for crosslessness

(mc) of FM3.
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Our RW-LOG-LAPLACIAN kernel (mean RMSE = .0557 and mean R2 = .8169)

shows an average of 2.46 times lower RMSE than existing kernels we tested. The

original graphlet kernel [198] (mean RMSE = .1366 and mean R2 = .1216), which is

denoted as RN-LIN-COS, ranked 11th. The DGK [236] (mean RMSE = .1388 and mean

R2 = .0540) ranked 12th.

Within the kernels we derived, the kernels using RW sampling show higher accuracy

(mean RMSE = .0836 and mean R2 = .6247) than ones using RN sampling (mean RMSE

= .1279 and mean R2 = .2501). The kernels using LOG scaling show higher accuracy

(mean RMSE = .0955 and mean R2 = .5279) than ones using LIN (mean RMSE = .1160

and mean R2 = .3469). The kernels using LAPLACIAN as the inner product show higher

accuracy (mean RMSE = .0956 and mean R2 = .5367) than ones using RBF (mean RMSE

= .1047 and mean R2 = .4393) and COS (mean RMSE = .1169 and mean R2 = .3362).

2.3.4.2 Computation Time

Since some algorithms are implemented in parallel while others are not, we report

CPU times. The estimation time is comprised of the computation steps required for

estimation in Section 2.2.3. Our RW-LOG-LAPLACIAN kernel, which shows the best

estimation accuracy, also shows the fastest computation time for estimation. On average,

it takes .14093 seconds (SD = 1.9559) per graph to make the estimations. Figure 2.4

shows the computation time for layouts and their aesthetic metrics.

Most of the time spent on estimation was devoted to sampling graphlets. The

RW sampling [48] shows fastest computation time, with an average of .14089 seconds

(SD = 1.9559) per graph. The graphlet sampling for DGK take longer than RW, with an

average of 3.38 seconds (SD = 7.88) per graph. The RN sampling take the longest time,

with an average of 6.81 seconds (SD = 7.04).

2.3.5 Discussion

Our graph kernels perform exceptionally well in both estimation accuracy and com-

putation time. Specifically, RW-LOG-LAPLACIAN outperforms all other kernels in all

metrics except crosslessness (mc) on the FM3. RW-LOG-RBF is the best performing

kernel on FM3’s crosslessness (mc) and is the second best kernel. Existing graph kernels
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(b) Aesthetic metric computation and estimation time.

Figure 2.4. Computation time results in log scale. The plots show estimation times for
our RW-LOG-LAPLICAN kernel, which has the highest accuracy. The plot on the top
shows layout computation time while the plot on the bottom shows aesthetic metric
computation time. As the number of nodes increases, the gap between our estimation
and layout methods enlarges in both layout time and aesthetic metric computation
time. Some layout methods could not be ran on all graphs due to computation time
and memory limitation of the implementation. Treemap and Gosper overlap in the
layout plot because the majority of the computation time is spent on hierarchical
clustering.
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are ranked in the bottom three of all kernel methods we tested.

A possible explanation for this is that certain types of graphlets are essential for ac-

curate estimation. The kernels using RW sampling, which samples connected graphlets

very efficiently, show a higher accuracy than other kernels. While disconnected graphlets

are shown to be essential for classification problems in bioinformatics [198], for our

problem, we suspect that connected graphlets are more important for accurate estima-

tion.

Other sampling methods are not suitable for sampling connected graphlets. There

are 49 possible graphlets, where the size of each graphlet is k ∈ {3, 4, 5}, and 29 of them

are connected graphlets (Figure 2.1). However, when we sample 10,000 graphlets per

graph using RN sampling, on average only 1.913% (SD = 6.271) of sampled graphlets

are connected graphlets. Furthermore, 35.77% of graphs have no connected graphlets in

the samples even though all graphs are connected, making it impossible to effectively

compare graphs.

The kernels using LOG scaling show more accurate estimations than the ones using

LIN. We suspect this is because of the distribution of graphlets, which often exhibit

a power-law distribution. Thus, when using LOG scaling, a regression model is less

affected by the graphlets with overwhelming frequencies and becomes better at discrim-

inating graphs with different structures.

Our estimation times are fast and scale well, as shown in Figure 2.4. At around 200

nodes, our estimation times become faster than all other layout computation times. Our

estimation times also outperform the computations of the four aesthetic metrics past

1,000 nodes. As the size of a graph increases, the differences become larger, to the point

that our RW-LOG-LAPLACIAN takes several orders of magnitude less time than both

layout computation and metric computation. Normally the layout has to be calculated

in order to calculate aesthetic metrics. This is not the case for our estimation as the

aesthetic metrics can be estimated without the layout result, leading to a considerable

speed up.

It is interesting to see that each sampling method shows different computation
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times, even though we sampled the same amount of graphlets. A possible explanation

for this discrepancy can be attributed to locality of reference. We stored the graphs

using an adjacency list data structure in memory. Thus, RW sampling, which finds

the next sample nodes within the neighbors of currently sampled nodes, tends to

exhibit good locality. On the other hand, RN sampling chooses nodes randomly, thus

it would show poor locality which leads to cache misses and worse performance. The

sampling method of DGK is a variant of RN. After one graphlet is randomly sampled,

its immediate neighbors are also sampled. This would have better locality than RN and

could explain the better computation time.

In terms of training, except for DGK, all other kernels spend negligible times com-

puting the kernel matrix, with an average of 5.99 seconds (SD = 3.26). However,

computing the kernel matrix of DGK takes a considerable amount of time because it

requires computation of language modeling (implemented by [191]). On average it take

182.96 seconds (SD = 9.31).

Since there are many parameters of each layout method, and most parameters are not

discrete, it is impossible to test all combinations of parameter settings. To simplify the

study, we only used default parameters for each layout method. It is possible to apply

our approach to different predefined parameter settings on the same layout method.

However, generating new training data for multiple settings can be time consuming.

2.4 Evaluation 2: What Would a Graph Look Like in This
Layout?

In this section, we describe our user study that evaluates how well our WGL method

(Section 2.2.2) is able to find graphs that users assess as being perceptually similar to

the actual layout results.

2.4.1 Experimental Design

We designed a ranking experiment to compare topological similarity ranks (rT) obtained

by our WGL method and perceptual similarity ranks (rP) assessed by humans. That is,

if both our WGL method and participants’ choices match, then we can conclude our
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Figure 2.5. A task from the user study. For each task, the participants were given one
target graph and nine choice graphs. They were then asked to rank the three most
similar graphs in order of decreasing similarity. The three images on the right show
the central nodes of (a), (b), and (c).

WGL method is able to find perceptually similar graphs to the actual layout results.

2.4.1.1 Task

For each task, participants were given one target graph and nine choice graphs. An

example of a task given to participants is shown in Figure 2.5. They were asked to rank

the three most similar graphs to the target graph in order of decreasing similarity. The

instructions were given as such, “select the most similar graph.” for the first choice and

“select the next most similar graph.” for the second and third choice. To avoid biases, we

did not specify what is “similar” and let the participants decide for themselves. In each

task, the same layout method was used for target and choice graphs. We did not notify

this to the participants. To test our approach using graphs with different topological

structures and different layout methods, we used 72 tasks comprised of nine graphs

and eight layout methods.
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While other task designs are possible, such as participants ranking all nine graphs

or individually rating all nine choices, during our pilot study we found that these task

designs are overwhelming to the participants. The participants found it very difficult to

rank between dissimilar graphs. For example, in Figure 2.5, selecting the fourth or fifth

most similar graph is challenging as there is little similarity to the target graph after the

first three choices. Also, the focus of our evaluation is to determine how well our WGL

method is able to find similar graphs, not dissimilar graphs. Thus, we only need to see

which graphs our participants perceive as similar in the task, which simultaneously

reduces task load when compared to ranking all nine graphs.

2.4.1.2 Graphs

To gather an unbiased evaluation, the target graphs and their choice graphs must be

carefully selected.

Selecting target graphs. To test our approach on graphs with different topological

structures, we select nine target graphs as follows: We clustered the 8,263 graphs into

nine groups using spectral clustering [199]. For each cluster, we select ten representative

graphs which have the highest sum of topological similarity within the cluster (i.e.,

the ten nearest graphs to the center of each cluster). Then, we randomly select one

graph from these ten representative graphs to be the target graph. Figure 2.3 shows the

selected nine target graphs in FM3 layout [98].

Selecting choice graphs. To test our approach on graphs with different topological

similarities obtained by graph kernels, we select nine choice graphs for each target

graph as follows: We compute nine clusters of graphs based on the topological similarity

between a graph and the target graph using Jenks natural breaks [124], which can be

seen as one dimensional k-means clustering. We designate one of the nine choice graphs

to represent what our approach would predict. This is done by selecting the graph with

the highest similarity to the target graph from the cluster nearest to the target graph. For

the other eight clusters, we randomly select one choice graph from a set of ten graphs

that have the highest sum of similarity within the cluster (i.e., the ten nearest graphs to

the center of each cluster). These can be considered as representative graphs of each
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cluster. A list of the selected nine choice graphs for each target graph can be found

in [9].

When we select a choice graph, we filter out graphs that have less than half or

more than double the amount of nodes as the target graph. This can be considered as

a constraint in our WGL method Section 2.2.2. To evaluate under the condition that

isomorphic graphs to the target graph are not present in the training data, we also filter

out graphs that have the same number of nodes and edges as the target graph.

The clustering approach based on topological similarity can be used for defining

a topological classification of graphs. However, it would require further analysis of

resultant clusters.

2.4.2 Apparatus

We used our RWS-LOG-LAPLACIAN kernel to compute the topological similarity be-

tween graphs. Although other kernels can be used, we decided on one that shows the

highest estimated accuracy in the first evaluation and provides the best chance to see if

a kernel can find perceptually similar graphs.

The experiment was conducted on an iPad Pro which has a 12.9 inch display with

2,732×2,048 pixels. Each of the graphs were presented in 640×640 pixels. All nodes

were drawn using the same blue color (Red: .122, Green: .467, Blue: .706, Alpha: .9) and

edges were drawn using dark grey color (Red: .1, Green: .1, Blue: .1, Alpha: .25), as

shown in Figure 2.5.

2.4.3 Procedure

Prior to the beginning of the experiment, the participants were asked several questions

about demographic information, such as age and experience with graph visualization.

To familiarize participants with the system, eight training tasks were given, at which

time they were allowed to ask any questions to the moderator. Once the training was

done, the moderator did not communicate with the participant. The 72 tasks were

presented in randomized order to the participants. The nine choice graphs of each task

were also presented in a randomized order. For each task, we asked the participants to
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briefly explain why he or she selected the particular graph (think-aloud protocol).

2.4.4 Participants

We recruited 30 (9 females and 21 males) participants in our user study. The ages of

the participants ranged from 18 to 36 years, with the mean age of 26.67 years (SD =

3.68). Most of the participants were from science and engineering backgrounds: 22

computer science, 2 electrical and computer engineering, 2 cognitive science, 1 animal

science, 1 political science, and 1 literature. 28 participants indicated that they had seen

a graph visualization (e.g., a node-link diagram), 21 participants had used one, and 16

participants had created one before. On average, each participant took 28.94 minutes

(SD = 11.49) to complete all 72 tasks.

2.4.5 Results

For each task, the nine choices receive a topological similarity rank (rT) from one to

nine in order of decreasing topological similarity. We define predicted choice as the

choice graph that our method ranks as the most topologically similar to the target

graph (rT = 1). Based on the responses by the participants, the three choices receive a

perceptual similarity rank (rP) from one to three, where one is the first chosen graph.

Choices not selected by the participants are ranked rP = 4. Results of our evaluation

can be found in Figure 2.6.

Overall, 80.46% of the time, participants’ responses for rank one (rP = 1) match

our predicted choices (rT = 1). 90.27% of participants’ responses within rank one and

rank two (rP = {1, 2}) contain the predicted choices, and 93.80% of responses within

ranks one, two, and three (rP = {1, 2, 3}) contain the predicted choice. A Friedman test

(non-parametric alternative to one-way repeated measures ANOVA) shows a significant

effect of the topological similarity rankings (rT) on the perceptual similarity rankings

(rP) with χ2(8) = 6343.9, p < .0001. The mean rP of the predicted choices is 1.35

(SD = .82 and IQR = 0), which is clearly different than other choices (rT > 1) as

shown in Table 2.2. Post-hoc analysis with Wilcoxon signed-rank tests using Bonferroni

correction confirms that the predicted choices are ranked significantly higher (p < .0001)
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1 2 3 4 5 6 7 8 9
Mean 1.35 3.36 3.45 3.68 3.31 3.45 3.82 3.74 3.83

SD .82 .96 .84 .71 .91 .84 .53 .63 .53
Median 1 4 4 4 4 4 4 4 4

IQR 0 1 1 0 1 1 0 0 0

Table 2.2. Descriptive statistics of perceptual similarity rank (rP) for each topolog-
ical similarity rank (rT). Our predicted choices are ranked on average 1.35 by the
participants.

than all other choices.
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Figure 2.6. Response rate of perceptual similarity rank (rP) for each topological similar-
ity rank (rT).

To see the effect layout methods have on participants’ responses, we break down

the responses with a topological similarity rank of one (rT = 1), or predicted choice,

by each layout method (Figure 2.7). Except for Spectral and Treemap, the predicted

choices are ranked in more than 78.52% (up to 93.33%) of participants’ responses as

being the most perceptually similar. In more than 94.44% (up to 99.26%) of participants’

responses, the predicted choices are within the three most perceptually similar graphs

(rP = {1, 2, 3}), as shown in Figure 2.6b. For Spectral, the predicted choices are ranked

in 72.22% of participants’ responses as being the most similar graph, and 84.07% of

responses as being within the three most similar graphs. For Treemap, the predicted

choices are ranked in 59.63% of participants’ responses as the most similar graph, and

82.59% of responses as being within the three most similar graphs. A Friedman test

shows a significant effect of layout method on perceptual similarity rankings (rP) with
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Figure 2.7. Response rate on topological similarity rank of 1 (rT = 1) for each layout
method.

sfdp FM3 FR KK HDE Spct. Tree. Gos.
Mean 1.16 1.19 1.21 1.29 1.14 1.65 1.84 1.35

SD .46 .55 .6 .63 .58 1.14 1.17 .81
Median 1 1 1 1 1 1 1 1

IQR 0 0 0 0 0 1 2 0

Table 2.3. Descriptive statistics of perceptual similarity rank (rP) on topological similar-
ity rank of 1 (rT = 1) for each layout method.

χ2(7) = 200.85, p < .0001. Except for Spectral and Treemap, the mean rP of the

predicted choices for each layout method is close to 1, from 1.16 to 1.35 (SD = .46–.81

and IQR = 0), as shown in Table 2.3. The means rP of Spectral and Treemap are 1.65

(SD = 1.14 and IQR = 1) and 1.84 (SD = 1.17 and IQR = 2), respectively. Post-hoc

analysis shows that the predicted choices with Treemap are ranked significantly lower

than the predicted choices with other layout methods (p < .0001) except for Spectral.

The predicted choices with Spectral are also ranked by participants as being significantly

lower than the predicted choices with other layout methods (p < .05) except for Gosper

and Treemap.

We also break down the responses for the topological similarity rank of one (rT = 1)

by each target graph (Figure 2.8). Except for G2331 and G3833, the predicted choices are

ranked in more than 79.58% (up to 98.33%) of responses as being the most similar, and

more than 92.08% (up to 99.99%) of responses as being within the three most similar
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Figure 2.8. Response rate on topological similarity rank of 1 (rT = 1) for each target
graph.

G883 G2123 G2331 G3647 G3833 G4848 G6374 G7055 G7463

Mean 1.45 1.07 2 1.02 1.85 1.27 1.32 1.17 1.06
SD .98 .36 .94 .17 1.18 .74 .86 .53 .34

Median 1 1 2 1 1 1 1 1 1
IQR 0 0 1 0 2 0 0 0 0

Table 2.4. Descriptive statistics of perceptual similarity rank (rP) on topological similar-
ity rank of 1 (rT = 1) for each target graph.

graphs (rP = {1, 2, 3}), as shown in Figure 2.6c. For G2331, the predicted choices are

ranked in 32.92% of all responses as being the most similar graph, 78.33% of responses

as being within the two most similar graphs, and 89.16% of responses as being within

the three most similar graphs. For G3833, the predicted choices are ranked in 60.42% of

participants’ responses as being the most similar graph, 73.33% of responses as being

within the two most similar graphs, and 81.67% of responses as being within the three

most similar graphs. A Friedman test shows a significant effect of target graphs on

perceptual similarity rankings (rP) with χ2(8) = 511, p < .0001. Except for G2331 and

G3833, the mean rP of the predicted choices for each target graph is close to 1, from

1.06 to 1.45 (SD = .34–.98 and IQR = 0), as shown in Table 2.4. The means rP of

G2331 and G3833 are 2 (SD = .94 and IQR = 1) and 1.85 (SD = 1.18 and IQR = 2),

respectively. Post-hoc analysis shows that the predicted choices of G2331 and G3833 are

ranked significantly lower than predicted choices of other target graphs (p < .0001).
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2.4.6 Discussion

The results of the user study show that in more than 80% of participants’ responses, the

predicted choices are ranked as being the most perceptually similar graph to the target

graphs. Also, more than 93% of the responses ranked the predicted choices as being

within the three most perceptually similar graphs. Thus, we believe our WGL method

is able to provide the expected layout results that are perceptually similar to the actual

layout results.

When we analyze participants’ responses for the predicted choices (rT = 1) for each

layout separately, we find that the predicted choices with Spectral and Treemap layouts

are ranked lower than with other layouts. The common reasons given by participants

for selecting choice graphs with Spectral layout were “line shape” and “number of

nodes”. We notice that the Spectral layouts have many nodes that overlap each other.

Treemap, on the other hand, produces similar looking graphs due to its geometric

constraints. This observation was mirrored by many participants who said “they all

look similar” for the choices with Treemap layout. Common reasons for selecting choice

graphs with Treemap layout were “edge density” and “overall edge direction”.

It is interesting to see how people perceive certain structures as more important

than others. For instance, when we look at the responses on target graphs separately,

we notice that target graph G2331 has different response patterns. Target graph G2331

and its choice graph are shown in Figure 2.5. Participants’ responses for rP = 1 are

split between two choices, Figure 2.5b and Figure 2.5c. The common reasons why

the participants ranked Figure 2.5c as the most similar to Figure 2.5a were “density”,

“shape”, and “number of edges”. On the other hand, the common reason why the

participants ranked Figure 2.5b as the most similar to Figure 2.5a was “the number of

central nodes”. Our method also chose Figure 2.5c as the most similar graph because of

the general structure matching the target graph, but ranked Figure 2.5b as being second

most similar rT = 2. In the case of target graph G2331, the number of nodes in the center

held more value to some participants than the overall structure. For the sake of the

study, only one similar graph was chosen by our system per target graph. In a real

35



system, the user would be given several similar looking graphs, including isomorphic

graphs. Thus, the real system would have a higher chance of showing the accurate

expected layout results than in the setting of our user study.

2.5 Related Work
In this section, we discuss other related works that are not mentioned in this chapter.

Only a handful of studies have used topological features for visualizing graphs. Perhaps

this is why there is a scarcity of studies applying machine learning techniques to the

process of visualizing a graph [69].

Niggemann and Stein [172] introduced a learning method to find an optimal layout

method for a clustered graph. The method constructs a handcrafted feature vector of a

cluster from a number of graph measures, including the number of nodes, diameter,

and maximum node degree. Then, it attempts to find an optimal layout for each

cluster. However, these features have been proved as not expressive enough to capture

topological similarities in many graph kernel works [173].

Behrisch et al. [23] proposed a technique called Magnostics, where a graph is rep-

resented as a matrix view and image-based features are used to find similar matrices.

One of the challenges of a matrix view is the node ordering. Depending on the ordering,

even the same graph can be measured as a different graph from itself. Graph kernels

do not suffer from the same problem since they measure the similarity using only the

topology of the graph.

Several techniques have used machine learning approaches to improve the quality of

a graph layout [69]. Some of these techniques used evolutionary algorithms for learning

user preferences with a human-in-the-loop assessment [14, 19, 155, 204], while others

have designed neural network algorithms to optimize a layout for certain aesthetic

criteria [50, 162, 221]. One major limitation of these techniques is that models learned

from one graph are not usable in other graphs. Since these techniques often require

multiple computations of layouts and their aesthetic metrics, the learning process can

be highly time-consuming. These techniques can benefit from our approach by quickly
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showing the expected layout results and estimating the aesthetic metrics.

Many empirical studies have been conducted to understand the relation between

topological characteristics of graphs and layout methods. The main idea is to find

the “best” way to lay out given graphs [87]. To achieve this, Archambault et al. [12]

introduced a layout method which first recursively detects the topological features of

subgraphs, such as whether a subgraph is a tree, cluster, or complete graph. Then, each

subgraph is laid out using the suitable method according to its topological characteristics.

A drawback of this method is that the feature detectors are limited to five classes. Our

kernel can be utilized for heterogeneous feature detection with less computational cost.

A number of recent studies investigated sampling methods for large graph visual-

ization. Wu et al. [232] evaluated a number of graph sampling methods in terms of

resulting visualization. They found that different visual features were preserved when

different sampling strategies were used. Nguyen et al. [171] proposed a new family of

quality metrics for large graphs based on a sampled graph.

2.6 Conclusion
We have developed a machine learning approach using graph kernels for the purpose

of showing what a graph would look like in different layouts and their corresponding

aesthetic metrics. We have also introduced a framework for designing graphlet kernels,

which allows us to derive several new ones. The estimations using our new kernels

can be derived several orders of magnitude faster than computing the actual layouts

and their aesthetic metrics. Also, our kernels outperform state-of-the-art kernels in both

accuracy and computation time. The results of our user study show that the topological

similarity computed with our kernel matches perceptual similarity assessed by human

participants.
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Chapter 3

Augmenting the Design Process of
Node-Link Diagrams using
a Deep Generative Model

Finding a good layout of a graph is a challenging task. The heuristics to find a good

layout are nearly impossible to define due to the vast design space. It requires to

consider many different graphs, characteristics to be highlighted, and user preferences.

There is thus no existing method to automatically find a good layout. In practice, users

rely on a trial-and-error process to find a good layout. Until they find a layout that

satisfies their requirements (e.g., highlighting the community structure of a graph), users

typically visualize a graph in multiple layouts using different methods and varying

parameter settings. This process often requires a significant amount of the user’s time

as it results in a haphazard and tedious exploration of a large number of layouts [29].

Furthermore, expert knowledge of layout methods is often required to find a good

layout. Most layout methods have a number of parameters that can be tweaked to im-

prove the layout of a graph. However, many layout methods—especially force-directed

ones—are very sensitive to the parameter values [169], where the resulting layouts

can be incomprehensible or even misleading [70]. A proper selection of the parameter

settings for a given graph requires detailed knowledge of the chosen method. Such

knowledge can only be acquired through extensive experience in graph visualization.
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Thus, novice users are often blindly tweaking parameters, which leads to many trials

and errors as they cannot foresee what the resulting layout will look like. Moreover,

novices might explore only a fraction of possible layouts, choose an inadequate layout,

and thus overlook critical insights in the graph.

To help users to produce a layout that best suits their requirements, we present a

deep generative model that systematically visualizes a graph in diverse layouts. We

design an encoder-decoder architecture to learn a generative model from a collection

of example layouts, where the encoder represents training examples in a latent space

and the decoder generates layouts from the latent space. In particular, we train the

model to construct a two-dimensional latent space. By mapping a grid of generated

samples, a two-dimensional latent space can be used as a what-you-see-is-what-you-get

(WYSIWYG) interface. This allows users to intuitively navigate and generate various

layouts without blindly tweaking parameters of layout methods. Thus, users can create

a layout that satisfies their requirements without a haphazard trial-and-error process or

any expert knowledge of layout methods.

The results of our evaluations show that our model is capable of learning and gener-

alizing abstract concepts of graph layouts, not just memorizing the training examples.

Also, graph neural networks [135, 234] and Gromov–Wasserstein distance [160] help

the model better learn the complex relationship between the structure and the layouts

of a graph. After training, our model generates new layouts considerably faster than

existing layout methods. In addition, the generated layouts are spatially stable, which

helps users to compare various layouts.

In summary, this chapter introduces a fundamentally new approach to graph visu-

alization, where a machine learning model learns to visualize a graph as a node-link

diagram from existing examples without manually-defined heuristics. This approach is

an example of artificial intelligence augmentation [44]: a machine learning model builds a

new type of user interface (i.e., layout latent space) to augment a human intelligence

task (i.e., graph visualization design).
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3.1 Related Work
Our work is related to graph visualization, deep generative modeling, and deep learning

on graphs. We discuss related work in this section.

3.1.1 Graph Visualization

A plethora of layout methods has been introduced over the last five decades. In this

chapter, we focus on two-dimensional layout methods that produce straight-edge

drawings, such as force-directed methods [60, 71, 81, 83, 127], dimensionality reduction-

based methods [35, 107, 142], spectral methods [51, 140], and multi-level methods [82, 85,

98, 106, 116, 219]. Many analysts do not have expert knowledge in these layout methods

for finding a good layout. Our goal is to learn the layouts produced by the different

methods in a single model. In addition, we provide an intuitive way for users to explore

and generate diverse layouts of a graph without the need of expert knowledge of

multiple layout methods.

To help users find a good layout, several methods have been developed to accelerate

the trial-and-error selection process by learning user preferences [19, 29, 155, 204]. For

example, Biedl et al. [29] have introduced the concept of multidrawing, which system-

atically produces many different layouts of the same graph. Some methods use an

evolutionary algorithm [19, 155, 204] to optimize a layout based on a human-in-the-loop

assessment. However, these methods require constant human intervention throughout

the optimization process. In addition, the goal of their optimization is to narrow down

the search space. This allows the model to create only a limited number of layouts.

Hence, multiple learning sessions might be needed to allow users to investigate other

possible layouts of the same graph. In contrast to these models, our approach is to train

a machine learning model in a fully unsupervised manner to produce diverse layouts,

not to narrow the search space.

Recently, several machine learning approaches have been introduced to different

tasks in graph visualization, such as previewing large graphs [145], exploring large

graphs [47], and evaluating visualizations [103, 136]. Unlike these approaches, our goal

is to train a model to generate layouts.
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3.1.2 Deep Generative Models

The term “generative model” can be used in different ways. In this chapter, we refer

to a model that can be trained on unlabeled data and is capable of generating new

samples that are similar to, but not the same as, the training data. For example, we

can train a model to create synthetic images of handwritten digits by learning from a

large collection of real ones [92, 134]. Since generating new, realistic samples requires a

good understanding of the given data, generative modeling is often considered as a key

component of unsupervised learning.

In recent years, generative models built with deep neural networks and stochastic

optimization methods have demonstrated state-of-the-art performance in various ap-

plications, such as text generation [117], music generation [193], and drug design [90].

While several approaches have been proposed for deep generative modeling, the two

most prominent ones are variational autoencoders (VAEs) [134] and generative adver-

sarial networks (GANs) [92].

VAEs and GANs have their own advantages and disadvantages. GANs generally

produce visually sharper results when applied to an image dataset as they can im-

plicitly model a complex distribution. However, training GANs is difficult due to

non-convergence and mode collapse [91]. VAEs are easier to train and provide both a

generative model and an inference model. However, they tend to produce blurry results

when applied to images.

For designing our generative model, we use sliced-Wasserstein autoencoders (SWAEs)

[139]. As a variant of VAE, it is easier to train than GANs. In addition, it is capable

of learning complex distributions. SWAEs allow us to shape the distribution of the

latent space into any samplable probability distribution without training an adversarial

network or defining a likelihood function.

3.1.3 Deep Learning on Graphs

Machine learning approaches to graph-structured data, such as social networks and

biological networks, require an effective representation of the graph structure. Recently,

many graph neural networks (GNNs) have been proposed for representation learning
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on graphs, such as graph convolutional networks [135], GraphSAGE [105], and graph

isomorphism networks [234]. They have achieved state-of-the-art performance for many

tasks, such as graph classification, node classification, and link prediction. We also use

GNNs for learning the complex relationship between the structure and the layouts of a

graph.

Several generative models have been introduced for graph-structured data using

GNNs [63, 95, 153, 201, 238]. These models learn to generate whole graphs for tasks that

require new samples of graphs, such as de novo drug design. However, generating a

graph layout is a different type of task, where the structure of a graph remains the same,

but the node attributes (i.e., positions) are different. Thus, we need a model that learns

to generate different node attributes of the same graph.

3.2 Approach
Our goal is to learn a generative model that can systematically visualize a graph in

diverse layouts from a collection of example layouts. We describe the entire process

for building a deep generative model for graph layout, from collecting training data to

designing our architecture.

3.2.1 Training Data Collection

Learning a generative model using deep neural networks requires a large amount of

training data. As a data-driven approach, the quality of the training dataset is crucial to

build an effective model. For our goal, we need a large and diverse collection of layouts

of the given graph.

Grid search is often used for parameter optimization [27], where a set of values is

selected for each parameter, and the model is evaluated for each combination of the

selected sets of values. It is often used for producing multiple layouts of a graph. For

example, Haleem et al. [103] have used grid search for producing their training dataset.

However, the number of combinations of parameters increases exponentially with each

additional parameter. In addition, different sets of parameter values are often required

for different graphs. Therefore, it requires expert knowledge of each layout method to
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Training Samples Generated Samples

Latent Space

Figure 3.1. Generative modeling of layouts for the Les Misérables character co-
occurrence network [137]. We train our generative model to construct a 2D latent
space by learning from a collection of example layouts (training samples). From the
grid of generated samples, we can see the smooth transitions between the different
layouts. This shows that our model is capable of learning and generalizing abstract
concepts of graph layouts, not just memorizing the training samples. Users can use
this sample grid of the latent space as a WYSIWYG interface to generate a layout they
want, without either blindly tweaking parameters of layout methods or requiring
expert knowledge of layout methods. The color mapping of the latent space represents
the shape-based metric [72] of the generated samples. Throughout this chapter, unless
otherwise specified, the node color represents the hierarchical community structure of
the graph [175, 207], so readers can easily compare node locations in different layouts.
An interactive demo is available in the supplementary material [10]

carefully define the search space for collecting the training data in a reasonable amount

of time.

We collect training example layouts using multiple layout methods following ran-

dom search, where each layout is computed using randomly assigned parameter values

of a method. We uniformly sample a value from a finite interval for a numerical pa-

rameter or a set of possible values for a categorical parameter. Random search often

outperforms grid search for parameter optimization [27], especially when only few

parameters affect the final result. Because the effect of the same parameter value can
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vary greatly depending on the structure of the graph, we believe random search would

produce a more diverse set of layouts than grid search. Moreover, for this approach, we

only need to define the interval of values for a numeric parameter, which is a simpler

task for non-experts than selecting specific values for grid search.

Computing a large number of layouts would take a considerable amount of time.

However, we can start training a model without having the full training dataset, thanks

to stochastic optimization methods. For example, we can train a model with stochastic

gradient descent [192], where a small batch of training examples (typically a few dozens)

are fed to the model at each step. Thus, we can incrementally train the model while

generating the training examples simultaneously. This allows the users to use our model

as early as possible.

3.2.2 Layout Features

Selecting informative, discriminating, and independent features of the input data is also

an essential step for building an effective machine learning model. With deep neural

networks, we can use low-level features of the input data without handcrafted feature

engineering. For example, the red, blue, and green channel values of pixels often are

directly used as the input feature of an image in deep learning models.

However, what would be a good feature of a graph layout? Although the node

positions can be a low-level feature of a layout, using the raw positions as a feature has

several issues.

Many graph layout methods do not use spatial position to directly encode attribute

values of either nodes or edges. The methods are designed to optimize a layout fol-

lowing certain heuristics, such as minimizing the difference between the Euclidean

and graph-theoretic distances, reducing edge crossings, and minimizing node overlaps.

Therefore, the position of a node is often a side effect of the layout method; it does not

directly encode any attributes or structural properties of a node [169].

In addition, many layout methods are nondeterministic since they employ ran-

domness in the layout process to avoid local minima, such as randomly initializing

the positions of nodes [169]. Therefore, the position of a node can significantly vary
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between different runs of the same layout method with the same parameter setting. For

these reasons, the node positions are not a reliable feature of a layout.

Besides, due to the Gestalt principle of proximity [228], the nodes placed close to

each other would be perceived as a group whether or not this relationship exists [157].

For example, some nodes might be placed near each other because they are pushed away

from elsewhere, not because they are closely connected in the graph [169]. However,

the viewers can perceive them as a cluster because spatial proximity strongly influences

how the viewer perceives the relationships in the graph [87]. Thus, spatial proximity is

an essential feature of a layout.

We use the pairwise Euclidean distance of nodes in a layout as the feature of the lay-

out. As the spatial proximity of nodes is an intrinsic feature of a layout, we can directly

use the pairwise distance matrices to compare different layouts, without considering the

rotation or reflection of the points. Furthermore, we can normalize a pairwise distance

matrix of nodes by its mean value for comparing layouts in different scales.

Therefore, for the positions of the nodes (P) of a given layout, we compute the

feature of the given layout by XL = D/D̄, where D is the pairwise distance matrix of P

and D̄ is the mean of D. Each row of XL is the node-level feature of a layout for each

node. Other variations of the pairwise distance can be used as a feature, such as the

Gaussian kernel from the pairwise distance: exp
(
−D2/2σ

)
.

3.2.3 Structural Equivalence

Two nodes of a graph are said to be structurally equivalent if they have the same set of

neighbors. Structurally equivalent nodes (SENs) of a graph are often placed at different

locations, as many layout methods have a procedure to prevent overlapping. For

example, force-directed layout methods apply repulsive forces between all the nodes

of a graph. As the layout results are often nondeterministic, the positions of SENs are

mainly determined by the randomness in the layout method.

For instance, Figure 3.2.3 shows two different layout results of the same graph using

the same layout method (sfdp [116]) with the same default parameter setting. The blue

nodes are the same set of SENs. However, the arrangements of the blue nodes between
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Figure 3.2. Structurally equivalent nodes of a graph are often placed at different
locations, as many layout methods have a procedure to prevent overlapping.

the two layouts are quite different. In the top layout, the nodes {6, 2, 4} are closer to

{7, 8} than {3, 5, 1}. In contrast, in the bottom layout, the nodes {5, 3, 4} are closer to

{7, 8} than {2, 6, 1}. This presents a challenge because a permutation invariant measure

of similarity is needed for the same set of SENs. In other words, we need a method to

permute the same set of SENs, from one possible arrangement to the other, for a visually

correct similarity measure.

To address this issue, we compare two different layouts of the same set of SENs

using the Gromov–Wasserstein (GW) distance [160, 178]:

GW(C, C′) = min
T

∑
i,j,k,l

L
(

Ci,k, C′j,l
)

Ti,j Tk,l, (3.1)

where C and C′ are cost matrices representing either similarities or distances between the

objects of each metric space, L is a loss function that measures the discrepancy between

the two cost matrices (e.g., L2 loss), and T is a permutation matrix, which couples the

two metric spaces, that minimizes L. The GW distance measures the difference between

two metric spaces. For example, it can measure the dissimilarity between two point

clouds, invariant to the permutations of the points.

For a more efficient computation, we do not backpropagate through the GW distance

in the optimization process of our model. Instead, we use the permutation matrix T to

permute the same set of SENs. We describe this in more detail in Section 3.2.5

3.2.4 Architecture

We design an encoder-decoder architecture that learns a generative model for graph

layout. Our architecture and optimization process generally follow the framework of
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Figure 3.3. Our encoder-decoder architecture that learns a generative model from a
collection of example layouts. We describe it in Section 3.2

VAEs [134]. The overview of our architecture is shown in Figure 3.3.

Preliminaries An autoencoder (AE) learns to encode a high-dimensional input object

to a lower-dimensional latent space and then decodes the latent representation to

reconstruct the input object. A classical AE is typically trained to minimize reconstruction

loss, which measures the dissimilarity between the input object and the reconstructed

input object. By training an AE to learn significantly lower-dimensional representations

than the original dimensionality of the input objects, the model is encouraged to produce

highly compressed representations that capture the essence of the input objects.

A classical AE does not have any regularization of the latent representation. This

leads to an arbitrary distribution of the latent space, which makes it difficult to under-

stand the shape of the latent space. Therefore, if we decode some area of the latent

space, we would get reconstructed objects that do not look like any of the input objects,

as that area has not been trained for reconstructing any input objects.

VAEs [134] extend the classical AEs by minimizing variational loss, which measures

the difference of the distribution of the input objects’ latent representations and a prior

distribution. Minimizing the variational loss encourages VAEs to learn the latent space

that follows a predefined structure (i.e., prior distribution). This allows us to know

which part of the latent space is trained with some input objects. Thus, it is easy to

generate a new object similar to some of the input objects.

Encoder For our problem, the input objects are graph layouts, i.e., the positions of

nodes (P, each row is the position of a node). We first compute the feature of a layout

XL as discussed in Section 3.2.2 (Figure 3.3a), where each row corresponds to the input

feature of a node.
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The encoder takes the feature of a layout XL and the structure of a graph (A, the

adjacency matrix), as shown in Figure 3.3b. Then, it outputs the latent representation

of a layout zL. We use graph neural networks (GNNs) to take the graph structure into

account in the learning process.

In general, GNNs learn the representation of a node following a recursive neighbor-

hood aggregation (or message passing) scheme, where the representation of a node is de-

rived by recursively aggregating and transforming the representations of its neighbors.

For instance, graph isomorphism networks (GINs) [234] update node representations

as:

h(k)v = MLP(k)
(
(1 + ε(k))· h(k−1)

v + f (k)
({

h(k−1)
u : u ∈ N (v)

}))
, (3.2)

where h(k)v is the feature vector of node v at the k-th aggregation step (h(0)v is the input

node feature), N (v) is a set of neighbors of node v, f is a function that aggregates the

representations of N (v), such as element-wise mean, ε is a learnable parameter or a

fixed scalar that weights the representation of node v and the aggregated representation

of N (v), and MLP is a multi-layer perceptron to learn a function that transforms

node representations. After k steps of aggregation, our encoder produces the latent

representation of a node, which captures the information within the node’s k-hop

neighborhood.

The aggregation scheme of GNNs corresponds to the subtree structure rooted at

each node, where it learns a more global representation of a graph as the number of

aggregations steps increases [234]. Therefore, depending on the graph structure, an

earlier step may learn a better representation of a node. To consider all representations

at different aggregation steps, we use the outputs of all GNN layers. This is achieved by

concatenating the outputs of all GNN layers (Figure 3.3c) similar to [235].

The graph-level representation of a layout is obtained with a readout function

(Figure 3.3d). A readout function should be permutation invariant to learn the same

graph-level representation of a graph, regardless of the ordering of the nodes. It can be

a simple element-wise mean pooling or a more advanced graph-level pooling, such as

DiffPool [237]. We use MLP to produce the final output representation of a layout zL
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(Figure 3.3e).

Although we could use a higher-dimensional space, we construct a 2D latent space

since users can intuitively navigate the latent space. By mapping a grid of generated

samples, a 2D latent space can be used as a WYSIWYG interface (more in Section 3.4).

For this, we set the prior distribution as the uniform distribution in [−1, 1]2. Thus, the

encoder produces a 2D vector representation of a layout zL in [−1, 1]2.

Fusion Layer The encoder produces a graph-level representation of each layout zL. If

we only use this graph-level representation, all nodes will have the same feature value

for the decoder. To distinguish the individual nodes, we use one-hot encoding of the

nodes (i.e., identity matrix) as the feature of the nodes XV , similar to the featureless

case of GCN [135]. Then, we combine the graph-level representation of a layout zL and

node-level features XV using a fusion layer [121] (Figure 3.3f). It fuses zL and XV by

concatenating each row of XV with zL.

Decoder The decoder takes the fused features and learns to reconstruct the input

layouts, i.e., it reconstructs the position of the nodes P′. The decoder has a similar

architecture to the encoder, except that it does not have a readout function, as the output

of the decoder is a node-level representation, i.e., the positions of the nodes P′. The

feature of the reconstructed layout X′L is computed for measuring the reconstruction

loss (Figure 3.3g). After training, users can generate diverse layouts by feeding different

zL values to the decoder.

3.2.5 Training

Following the framework of VAEs [134], we learn the parameters of the neural network

used in our model by minimizing the reconstruction loss LX and the variational loss LZ.

The reconstruction loss LX measures the difference between the input layout P and

its reconstructed layout P′. As we have discussed in Section 3.2.2, we compare the

features of the two layouts (X and X′) to measure the dissimilarity between them. For

example, we can use the L1 loss function between the two layouts LX = ‖XL − X′L‖1.

As we have discussed in Section 3.2.3, for the same set of structurally equivalent
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nodes (SENs) in a graph, we use the Gromov–Wasserstein (GW) distance between the

two layouts (P and P′) for the comparison. However, for a more efficient computation,

we do not backpropagate through the GW distance in the optimization process. Com-

puting GW yields a permutation matrix (T in Equation 3.1), as it is based on ideas from

mass transportation [216]. We use this permutation matrix to permute the input layout

P̂ = TP and compute the feature of the permuted input layout X̂L. Then, we compute

the reconstruction loss between the permuted input layout P̂ and the reconstructed

layout P′. For example, if we use the L1 loss, we can compute the reconstruction loss as

LX = ‖X̂L − X′L‖1. With this method, we can save computation cost for the backpropa-

gation through the complex GW computation, and we still can compare the different

layouts of the SENs properly, without affecting the model performance.

In this chapter, we use the variational loss function defined in sliced-Wasserstein

autoencoders (SWAE) [139]:

SWc(p, q) =
1

L·M
L

∑
l=1

M

∑
m=1

c
(

θl · pi[m], θl · qj[m]

)
, (3.3)

where p and q are the samples from two distributions, M is the number of the samples,

θl are random slices sampled from a uniform distribution on a d-dimensional unit sphere

(d is the dimension of p and q), L is the number of random slices, i [m] and j [m] are

the indices of sorted θl · pi[m] and θl · qj[m] with respect to m, correspondingly, c is a

transportation cost function (e.g., L2 loss).

Using sliced-Wasserstein distance for variational loss allows us to shape the distri-

bution of the latent space into any samplable probability distribution without defining

a likelihood function or training an adversarial network. The variational loss of our

model is LZ = SWc(ZL, ZP), where ZP is a set of samples of the prior distribution.

The optimization objective can be written as:

argmin
Eθ ,Dφ

LX + βLZ, (3.4)

where Eθ is the encoder parameterized by θ, Dφ is the decoder parameterized by φ, and

β is the relative importance of the two losses.
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Name Type |V| |E| |E|
/
|V| |S| |S|

/
|V| l Source

lesmis Co-occurrence 77 254 3.30 35 .455 2.61 [137, 144]
can96 Mesh structure 96 336 3.5 0 0 4.36 [61]
football Interaction network 115 613 5.33 0 0 2.49 [88, 144]
rajat11 Circuit simulation 135 276 2.04 6 .044 5.57 [61]
jazz Collaboration 198 2,742 13.85 14 .071 2.22 [89, 144]
netsci Coauthorship 379 914 2.41 183 .483 6.03 [144, 170]
dwt419 Mesh structure 419 1,572 3.75 32 .076 8.97 [61]
asoiaf Co-occurrence 796 2,823 3.55 170 .214 3.41 [144]
bus1138 Power system 1,138 1,458 1.28 16 .014 12.71 [61]

Table 3.1. The nine graphs used in the evaluation. |V|: the number of nodes, |E|: the
number of edges, |S|: the number of nodes having structural equivalence, l: average
path length.

3.3 Evaluation
The main goal of our evaluations is to see whether our model is capable of learning

and generalizing abstract concepts of graph layouts, not just memorizing the training

examples. We perform quantitative and qualitative evaluations of the reconstruction of

unseen layouts (i.e., the test set), and a qualitative evaluation of the learned latent space.

3.3.1 Datasets

We use nine real-world graphs and 20,000 layouts per graph in our evaluations. For the

quantitative reconstruction evaluation, as we perform 5-fold cross-validations, 16,000

layouts are used as the training set, and 4,000 layouts are used as the test set.

Graphs Table 3.1 lists the graphs used for our evaluations. These include varying sizes

and types of networks. We collected the graphs from publicly available repositories

[61, 144]. As disconnected components can be laid out independently, we use the

largest component if a graph has multiple disconnected components (netsci). can96 and

football do not have any structurally equivalent nodes. Therefore, we did not use the

Gromov–Wasserstein distance [160].

Layouts We collected 20,000 layouts for each graph using the four different layout

methods and 5,000 different parameter settings per method, where each parameter value
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is randomly assigned following random search (Section 3.2.1). The layout methods and

their parameter ranges used in the evaluations are listed in Table 3.2.

While there is a plethora of layout methods, we selected these four layout meth-

ods because they are capable of producing diverse layouts by using the wide range

of parameter values. Also, their publicly available, robust implementations did not

produce any degenerate case in our evaluations. Lastly, these methods are efficient for

computing a large number of layouts in a reasonable amount of time.

The resulting 20,000 layouts vary in many ways ranging from aesthetically pleasing

looks to incomprehensible ones (e.g., hairballs). We did not remove any layout as we

wanted to observe how the models encapsulate the essence of graph layouts from the

diverse layouts.

3.3.2 Models and Configurations

We compare eight different model designs to investigate the effects of graph neural

networks (GNNs) and Gromov–Wasserstein (GW) [160] distance in our model. All the

models we use have the same architecture as described in Section 3.2.4, except for the

GNN layers.

MLP: This model uses 1-layer perceptrons instead of GNNs; it does not consider the

structure of the given graph. The model serves as a baseline for the investigation of the

representational power of GNNs.

GCN: This model uses graph convolutional networks (GCN) [135] as the GNN

layers. GCN is one of the early works of GNN.

GIN-1: This model uses graph isomorphism networks (GIN) [234] as the GNN

layers. 1-layer perceptrons are used as the MLP in Equation 3.2.

GIN-MLP: This model uses GIN [234] as the GNN layers and 2-layer perceptrons as

the MLP in Equation 3.2. We use the element-wise mean for aggregating the representa-

tion of neighbors of a node in both the GIN-1 and GIN-MLP models ( f in Equation 3.2).

Also, for the models that use the GW distance in the optimization process, we add

‘+GW’ to its model name. For example, GIN-MLP+GW denotes a model uses GIN-MLP

as the GNN layers and the GW distance for comparing the structurally equivalent nodes
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(SENs) in the optimization process. The models with GW [160] are only used for the

graphs having SENs (all the graphs except can96 and football).

We use the L1 loss function for the reconstruction loss. For the variational loss, we

draw the same number of samples as the batch size from the prior distribution and set

c(x, y) = ‖x− y‖2
2 to compute the sliced-Wasserstein distances (Equation 3.3). Also, we

set β = 10 in the optimization objective (Equation 3.4).

We use varying numbers of hidden units in GNN layers depending on the number

of nodes: 32 units for lesmis, can96, football and rajat11, 64 units for jazz, netsci, and

dwt419, and 128 units for asoiaf and bus1138. The batch size also varies: 40 layouts per

batch for asoiaf and bus1138, and 100 for the other graphs.

All the models use three GNN layers (or perceptrons in the MLP models), the

exponential linear unit (ELU) [52] as the non-linearity, batch normalization [122] on

every hidden layers, and an element-wise mean pooling as the readout function in

the encoder. We use the Adam optimizer [190] with a learning rate of 0.001 for all the

models. We train each model for 50 epochs.

3.3.3 Implementation

We implemented our models in PyTorch [174]. The machine we used to generate the

training data and to conduct the evaluations has an Intel i7-5960X (8 cores at 3.0 GHz)

CPU and an NVIDIA Titan X (Maxwell) GPU. The implementation of each layout

method used in the evaluations is also shown in Table 3.2.

3.3.4 Test Set Reconstruction Loss

We compare the test layout reconstruction to evaluate the models’ generalization capa-

bility. Here, a layout reconstruction means the model takes the input layout, encodes

it to the latent space, and then reconstructs it from the latent representation. The test

reconstruction loss quantifies the generalization ability of a model because it measures

the accuracy of reconstructing the layouts that the model did not see in the training. We

perform 5-fold cross-validations to compare the eight model designs in terms of their

test set reconstruction loss. To reduce the effects of the fold assignments, we repeat the
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Method Parameter Ranges Implementation

D3 [34] link distance = [1.0, 100.0], charge strength = [−100.0, −1.0],
velocity decay = [0.1, 0.7]

[33]

FA2 [123] gravity = [1.0, 10.0], scaling ratio = [1.0, 10.0],
adjust sizes = {true, false}, linlog = {true, false},
outbound attraction distribution = {true, false},
strong gravity = {true, false}

[21]

FM3 [98] force model = {new, fr},
galaxy choice = {lower mass, higher mass, uniform},
spring strength = [0.1, 1000.0],
repulsive spring strength = [0.1, 1000.0],
post spring strength = [0.01, 10.0],
post repulsive spring strength = [0.01, 10.0]

[49]

sfdp [116] repulsive force strength (C) = (0.0, 5.0],
repulsive force exponent (p) = [0.0, 5.0],
attractive force strength (mu) = (0.0, 5.0],
attractive force exponent (mu_p) = [0.0, 5.0]

[176]

Table 3.2. The layout methods and parameter ranges used for producing training
data in our experiments. The parameter names follow the documentation of the
implementations.

experiment 10 times and report the mean losses.

Results We compare the eight models in terms of the average reconstruction loss

(lower is better) of the test sets, which are the 4,000 layouts that are not used to train the

models. The results shown in Figure 3.4 are the mean test reconstruction losses of the

10 trials of the 5-fold cross-validations. The standard deviations are not shown as the

values are negligible: all standard deviations are less than 3× 10−4.

Overall, the models with GIN-MLP and GW show the lowest loss of all the graphs.

GIN-MLP models show the lowest loss for the graphs that do not have any structurally

equivalent nodes, as shown in Figure 3.4a, where the models with GW are not used.

Thus, GIN-MLP+GW models show the lowest loss for all the other graphs (Figure 3.4b–

d).

Although the absolute differences vary, the ranking between the models based on
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Figure 3.4. Average test reconstruction losses. Since the value ranges vary for each
graph, we use individual ranges for each graph. The models with Gromov–Wasserstein
distance [160] are not used for can96 and football as they do not have any structurally
equivalent nodes.

the neural network modules is consistent in all the graphs. The ranking of the models

with GW is as follows: GIN-MLP+GW, GIN-1+GW, GCN+GW, and MLP+GW. The

ranking of the models without GW is as follows: GIN-MLP, GIN-1, GCN, and MLP.

In addition, the three different rankings of the models are found for the graphs with

structural equivalences (Figure 3.4b–d).

Discussion In lesmis, netsci, and dwt419 (Figure 3.4b), all the models with GW show a

lower loss than the models without GW. We have found that many nodes in the three

graphs have structural equivalences (|S|
/
|V| in Table 3.1). This shows that the GW helps

the learning process, especially for the graphs that have many structural equivalences.

For jazz and asoiaf (Figure 3.4c), the models with GIN show better results than

the models without GIN. Although they also have a considerable ratio of structural

equivalences, GIN-MLP and GIN-1 show lower reconstruction losses than GCN+GW

and MLP+GW. Considering the number of nodes as shown in Table 3.1, we have found

that the two graphs (jazz and asoiaf) are dense and have a relatively small average path

length compared to the other graphs. This suggests the GIN is important for dense and
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“small-world”-like networks [227].

For rajat11 and bus1138 (Figure 3.4d), the ranking of the models is as follows: GIN-

MLP+GW, GIN-MLP, GIN-1+GW, GIN-1, GCN+GW, GCN, MLP+GW, and MLP. We

have found that these two graphs are sparse and they have a small ratio of nodes with

structural equivalence. This suggests that the representational power of the GNNs has

a stronger effect than the usage of GW in such graphs.

3.3.5 Layout Metrics and Test Reconstruction Loss

To investigate our models’ behavior on reconstructing the test sets, we analyze the

correlations between the test reconstruction loss and each of the two layout quality

metrics of the test input layouts: crosslessness [183] and shape-based metric [72]. Cross-

lessness [183] is a normalized form of the number of edge crossings where a higher

value means fewer edge crossings. Shape-based metric [72] measures the quality of

a layout based on the similarity between the graph and its shape graph (a relative

neighborhood graph of the node positions). We use the Gabriel graph [84] as the shape

graph of a layout. We use the models with the lowest test reconstruction loss for each

graph from Section 3.3.4.

Results The Pearson correlation coefficients show that the test loss has strong negative

correlations with both the crosslessness (c) and the shape-based metric (s) (i.e., when

the reconstruction loss of a test input layout is low then its layout metrics are high). All

the results are statistically significant as all the p-values are less than 2.2× 10−16:

lesmis can96 football rajat11 jazz netsci dwt419 asoiaf bus1138

c. −.69355 −.704 −.703 −.521 −.877 −.488 −.586 −.782 −.517
s −.69364 −.812 −.350 −.707 −.749 −.630 −.715 −.311 −.706

Discussion The results show that our models learn better on how to reconstruct the

layouts with fewer edge crossings and are similar to its shape graph. In other words,

our models tend to generate “good” layouts in terms of the two metrics, even if the

models are not trained to do so. We show detailed examples in Section 3.3.6.
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Figure 3.5. Qualitative results of the lesmis graph using the four different models. The
leftmost column shows the test input layouts that the models did not see in their train-
ing session. The test input layouts are computed with randomly assigned parameter
values as described in Section 3.3.1. The other columns show the reconstructed layouts
of the test inputs using the four models. The nodes with the same color, except gray,
are structurally equivalent to each other. The nodes in gray are structurally unique.
The results are discussed in detail in Section 3.3.6.

3.3.6 Qualitative Results

We show the qualitative results of the layout reconstruction and the learned latent space

to discuss the behaviors of the models in detail.

GIN-MLP and GW The models with GIN-MLP and GW show the lowest test recon-

struction loss in Section 3.3.4. To further investigate, we compare the reconstructed

layouts of the lesmis graph, which has the widest range of losses among the different

models. Due to space constraints, we discuss the difference between the four different

models (MLP, MLP+GW, GIN-MLP, and GIN-MLP+GW) on the lesmis graph.

Figure 3.5 shows the qualitative results of reconstructing unseen test input layouts,

where a good generative model can produce diverse layouts similar to the unseen input

layouts. The lesmis graph has a number of sets of SENs. In Figure 3.5, the nodes with

the same color, except gray, are structurally equivalent to each other; they have the same
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set of neighbors in the graph. The nodes in gray are structurally unique; each of them

has a unique relationship to the other nodes in the graph. For example, the blue nodes

(1–6) have the same relationship where they are all connected to each other and to the

two other nodes (7 and 8).

As described in Section 3.2.3, the locations of SENs are often not consistent in

different layouts. For example, the arrangements of the blue nodes in the D3 layout and

the FM3 layout are different (Figure 3.5a). In the D3 layout, the blue nodes are placed in

the following clockwise order: 2, 1, 5, 3, 4, and 6, where the nodes {2, 1, 5} are closer to

{7, 8} than {3, 4, 6}. However, in the FM3 layout, the clockwise order is 4, 2, 5, 1, 6, and

3, where the nodes {4, 2, 5} are closer to {7, 8} than {1, 6, 3}.

The arrangements of the SENs in the reconstructed layouts vary depending on the

model. For example, the models with GW are able to lay out the blue nodes (Figure 3.5c

and e) similar to the input layouts (Figure 3.5a). However, the models without GW fail

to learn this and produce collapsed placements (Figure 3.5b and d). We suspect this is

due to the many possible permutations between a set of SENs. The models without GW

tend to place a set of SENs at the average position of the SENs to reduce the average

loss. However, the models with GW learn about the generalized concept of the blue

nodes’ arrangements and produce similar arrangements as the test input layouts in a

different permutation of the SENs. The other sets of SENs show similar results (e.g.,

the orange and green nodes in Figure 3.5), where the models without GW produce

collapsed arrangements, but the models with GW produce similar arrangements as the

test input layouts.

In addition, the placements of the blue nodes are spatially consistent across the

different layouts using GIN-MLP+GW (Figure 3.5e, h, and j) than using MLP+GW

(Figure 3.5c, g, and i). This shows that the models with GIN-MLP gain a more stable

generalization of the arrangement of SENs than the models with only MLP. Therefore,

using GIN-MLP+GW models, users can generate diverse layouts while preserving

their mental map across different layouts. This is not possible in many existing layout

methods due to their nondeterministic results [169].
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There are other examples of the generalization capability of our models. For example,

Figure 3.5f shows a different arrangement of the blue nodes from Figure 3.5a, where the

layout in Figure 3.5f has a star-like arrangement with node 2 in the center. However,

the reconstructed layouts (Figure 3.5h) of the layout in Figure 3.5f are more similar to

the layouts in Figure 3.5a. We have found that arrangements similar to the layouts in

Figure 3.5a are more dominant in the training set.

Another example is the last row of the Figure 3.5, where the input layouts are

hairballs. In contrast, the reconstructed layouts using our models are more organized.

This also shows that the models have a generalized concept of graph layouts. This

might explain the negative correlations in Section 3.3.5 as the models do not reconstruct

the same hairball layouts.

Multiple Graphs To demonstrate our models with more graphs, Figure 3.7 shows the

qualitative results of five different graphs using the GIN-MLP model for the football

graph and the GIN-MLP+GW models for the other graphs. The first three rows show

that our models are capable of learning different styles of layouts. The bottom two

rows show the models’ behavior on hairball-like input layouts. We can see that the

reconstructed layouts are more organized. For example, the fourth layout of dwt419

is twisted. However, the reconstructed layout is not twisted but pinched near the

center, like other layouts. These examples might explain the negative correlations

in Section 3.3.5 as the models do not reconstruct hairball layouts well in favor of

generalization.

Latent Space A common way to qualitatively evaluate a generative model is to show

the interpolations between the different latent variables [92, 97, 134, 139, 193]. If the

transitions between the generated samples based on the interpolation in the latent space

are smooth, we can conclude that the generative model has a generalization capability

of producing new samples that were not seen in training.

As our models are trained to construct a two-dimensional latent space, we can show

a grid of generated samples interpolating throughout the latent space. We show the

results of can96 and rajat11 in Figure 3.8 and the result of the lesmis in Figure 3.1. As
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Name D3 FA2 FM3 sfdp Epoch
lesmis .195 .620 .015 .229 76.7
can96 .239 .695 .021 .329 34.7
football .302 .845 .033 .486 43.9
rajat11 .358 .856 .044 .586 45.1
jazz .599 1.61 .116 1.18 212
netsci 1.14 2.50 .236 2.59 281
dwt419 1.24 3.08 .257 3.08 211
asoiaf 3.03 9.42 .620 9.16 690
bus1138 4.41 7.88 1.07 10.3 509

Table 3.3. Computation time. The table shows the layout computation times (D3, FA2,
FM3, and sfdp) for collecting the training data and training the model (Epoch). The
layout computation times are the mean seconds for computing one layout per method
per graph. The training computation times are the mean seconds for training one
epoch (16K samples) per graph.

we can see, the transitions between the generated samples are smooth. Also, the latent

space of can96 is particularly interesting. It seems that the model learned to generate

different rotations of the 3D mesh. However, all of the layouts used in this chapter

are 2D. In addition, the input feature of a layout is the normalized pairwise distances

between the nodes, as described in Section 3.2.2, which do not explicitly convey any

notion of 3D rotation.

Based on these findings, we conclude that our models are capable of learning the

abstract concepts of graph layouts and generating diverse layouts. An interactive demo

is available in the supplementary material [10] for readers to explore the latent spaces

of all the graphs using all the models we have described in this chapter.

3.3.7 Computation Time

We report and discuss the layout computation time, model training time, and layout

generation time of each graph using the models with the lowest test reconstruction loss

in Section 3.3.4. The layout computation time and model training time are shown in

Table 3.3.

As we collect a large number of layouts (16K samples per graph for training),

computing layouts is the most time-consuming step in building the models. However,
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Figure 3.6. The average training loss per batch shows that our models converge quickly.

we can incrementally generate training examples and train the model simultaneously.

We have found that the number of nodes having structural equivalence (|S| in

Table 3.1) is a strong factor to the training time. It is directly related to the complexity of

the GW distance [160] computation (Section 3.2.3). If we can build a generative model

using GANs [92], instead VAEs [134] (SWAE [139] in this chapter), we can remove the

GW distance computation in the process (more in Section 3.5). This can significantly

reduce the training time. Also, the number of edges might be a stronger factor to the

training time than the number of nodes as we have implemented GNNs using sparse

matrices. For a small graph (e.g., |V| < 200), it might be faster to use dense matrices for

GNNs.

In addition, the models converge quickly as shown in Figure 3.6. Although the mod-

els are trained for 50 epochs for our evaluations, the models are capable of generating

diverse layouts less than 10 epochs.

After training, the mean layout generation times for all the graphs are less than

.003 s. Thus, users can explore and generate diverse layouts in real time, which is

demonstrated in the supplementary material [10].

Based on these findings, we expect training a new model for a graph from scratch

without any layout examples can be done within a few minutes for a small graph

(|V| < 200, |E| < 500) and a few hours for larger graphs. Although it is a considerable

computation time, our model can be trained in a fully unsupervised manner; it does not

require users to be present during the training. Thus, our approach can save the user’s
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Figure 3.7. Qualitative results of the five different graphs. The GIN-MLP model is used
for the football graph, and the GIN-MLP+GW models are used for the other graphs.
For each pair of layouts, the left is the test input, and the right is the reconstructed
layout. The first three rows show the different styles of layouts for each graph, and the
bottom two rows show the reconstruction results of hairball layouts. The results are
discussed in Section 3.3.6.

time—which is much more valuable than the computer’s time—by preventing them

from blindly searching for a good layout.

3.4 Usage Scenario
The previous section shows that our model is capable of generating diverse layouts by

learning from existing layouts. This section describes how users can use the trained

model to produce a layout that they want.

After training, users can generate diverse layouts of the given graph by feeding

different values of the latent variable (zL in Section 3.2.4) to the decoder. Thus, the

interpretability of the latent space is important for users to easily produce a layout that

they want. We achieve this by using a 2D latent space rather than a higher-dimensional

space. A 2D latent space is straightforward to map additional information onto it.

By mapping generated samples on the 2D latent space (e.g., the sample grid in
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Figure 3.8. Visualization of the latent spaces of can96 and rajat11. The GIN-MLP model
is used for can96 and the GIN-MLP+GW model is used for rajat11. The grids of layouts
are the generated samples by the decoding of a 8 × 8 grid in [−1, 1]2. Also, Figure 3.1
shows the sample grid of lesmis. The smooth transitions between the generated layouts
show that the capability of generalization of our models. Novices can directly use
this as a WYSIWYG interface to generate a layout they want. The rightmost column
shows the heatmaps of the four layout metrics of 540 × 540 generated sample layouts
in [−1, 1]2 of rajat11. Experts can use the heatmaps to see complex patterns of layout
metrics on diverse layouts. The results are discussed in detail in Section 3.3.6 and
Section 3.4. The results of other graphs and models are available in the supplementary
material [10].

Figure 3.1 and Figure 3.8), we can build a what-you-see-is-what-you-get (WYSIWYG)

interface for users to intuitively produce a layout that they want. Finding a desired

layout from an unorganized list of multiple layouts (e.g., the training samples in Fig-

ure 3.1) often results in a haphazard and tedious exploration [29]. However, the sample

grid provides an organized overview with a number of representative layouts of the

given graph. With the sample grid as a guide, users can intuitively set the latent vari-

able (zL) to produce a suitable layout by pointing a location in the 2D latent space,

as shown in Figure 3.9. They also can directly select the desired one from the sam-

ples. The WYSIWYG interfaces of each graph are demonstrated in the supplementary

material [10].

Moreover, our approach produces spatially stable layouts. As we have discussed in
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Figure 3.9. Users can intuitively produce the layout they want by simply pointing to a
location in the latent space (left most), without blindly tweaking parameters of layout
algorithms. An interactive demo is available in the supplementary material [10].

Section 3.2.2, many layout methods are nondeterministic. For example, in the training

samples of Figure 3.1, the locations of the orange nodes vary greatly across different

layouts. Thus, identifying the same node(s) among these layouts is difficult because

region-based identifications cannot be utilized [169]. Comparing nondeterministic

layouts often requires a considerable amount of the user’s time since they need to match

the nodes between different layouts. However, as shown in Figure 3.1 and Figure 3.8,

our models produce spatially stable layouts, where the same node is placed in similar

locations across different layouts. Hence, identifying the same node(s) in different

layouts is straightforward, and thus comparing layouts becomes an easy task.

Using our approach, users can directly see what the layout results will look like with

the sample grid. Also, spatially-stable layout generation enables users to effortlessly

compare various layouts of the given graph. Thus, users can intuitively produce a

layout that best suits their requirements (e.g., highlighting the interconnections between

different communities) without blindly tweaking parameters of layout methods.

By mapping layout metrics on the latent space, users can directly see the complex

patterns of the metrics on diverse layouts of a graph. Figure 3.8 (the rightmost column)

shows heatmaps of four layout metrics of 540 × 540 layouts of rajat11. While the

sample grid shows smooth transitions between different layouts, the heatmaps show

interesting patterns. For example, there are several steep “valleys” in the heatmap of

crosslessness [183], where the darker colors mean more edge crossings. This shows

crosslessness is sensitive to certain changes in the layouts. Using the heatmap as
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an interface, users can exactly see these changes through producing several layouts

by pointing the locations across the valleys in the heatmap. Thus, experts in graph

visualization can use the heatmaps for designing layout metrics as they can understand

how layout metrics behave on various layouts with concrete examples.

Our approach is an example of artificial intelligence augmentation [44], where our

generative model builds a new type of user interface with the latent space to augment

human intelligence tasks, such as creating a good layout and analyzing the patterns of

layout metrics.

3.5 Discussion
Section 3.3 and Section 3.4 have discussed the evaluation results and usage scenarios.

This section discusses the limitations and future research directions of our approach.

This chpater has introduced the first approach to generative modeling for graph layout.

As the first approach in a new area, there are several limitations we hope to solve in the

future.

The maximum size of a graph in our approach is currently limited by the capacity

of GPU memory. This is the reason we could not use a larger batch size for asoiaf and

bus1138 (40 layouts per batch, while 100 layouts per batch for the other graphs). As a

sampling-based GNN [59] scalable to millions of nodes has been recently introduced,

we expect our approach can be applied to larger graphs in the future.

Although our model is capable of generalizing for different layouts of the same

graph, it does not generalize for both different graphs and different layouts. Therefore,

we need to train a new model for each graph. Our model can be trained in a fully

unsupervised manner and can be trained incrementally while generating the training

samples simultaneously. A better model would learn to generalize across different

graphs so that it can be used for any unseen graphs. However, this is a very challenging

goal. Most machine learning tasks that require the generalization across different

graphs (e.g., graph classifications) aims to learn graph-level representations. But the

generalization across both graphs and their layouts in a single model requires to learn
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the latent representations of nodes across many different graphs. Unfortunately, this is

still an open problem.

Our model learns the data distribution of the training set. However, a valid lay-

out can be ignored in favor of generalization. For example, the arrangement of the

blue nodes in Figure 3.5f is a valid layout, but it is a rare type of arrangement in the

training dataset. Thus, the model produces a more general arrangement following the

distribution of the training set (Figure 3.5h). As a valid layout can be an outlier in the

training dataset, we need an additional measure to not over-generalize valid layouts in

the training dataset and properly reconstruct valid layouts.

We have used a sliced-Wasserstein autoencoder [139], a variant of VAE [134], for

designing our architecture. As a VAE, we explicitly define a reconstruction loss for the

training. However, this was challenging for comparing two different layouts of a set of

structurally equivalent nodes. In this chapter, we have used the GW distance [160] to

address this issue. Another possible solution is to use GANs, which do not require an

explicit reconstruction loss function in the optimization process. Thus, using a GAN can

reduce the computational cost because computing GW distance is no longer required.

While we did not use GANs due to mode collapse and non-convergence [91], we believe

it is possible to use GANs for graph layout in the future.

In this chapter, we map a number of generated samples on a 2D latent space to

directly see the latent space. However, the learned latent representation of our model

is entangled, which means each dimension of the latent space is not interpretable. As

we can see from the grids of samples in Figure 3.1 and Figure 3.8, although we can see

what the generated layouts look like with different latent variables, we cannot interpret

the meaning of each dimension. Thus, it is difficult to use a higher-dimensional latent

space for our purpose, as we cannot either interpret each dimension or see the overview

of the latent space. Learning a model that produces disentangled representations is an

important research direction in generative modeling [111]. With a generative model that

can learn a disentangled latent space, we can produce a layout in a more interpretable

way, where each dimension only changes a specific aspect of a layout independently.
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For example, if one dimension of the latent representation encodes the area of clusters

of nodes, we can directly manipulate a layout to change the cluster size of a layout.

3.6 Conclusion
Graph-structured data is one of the primary classes of information. Creating a good

layout of a graph for visualization is non-trivial. The large number of available layout

methods and each method’s associated parameter space confuse even the experts.

The trial-and-error efforts require a significant amount of the user’s time. We have

introduced a fundamentally new approach to graph visualization, where we train a

generative model that learns how to visualize a graph from a collection of examples.

Users can use the trained model as a WYSIWYG interface to effortlessly generate a

desired layout of the given graph.

Generative modeling for image datasets has shown dramatic performance improve-

ment; it took only four years from the first model of generative adversarial networks [92]

to an advanced model that can generate high-resolution images [128]. There can be

many exciting ways to use generative models for graph visualization, or even other

types of data visualization. We hope this chapter will encourage others to join this

exciting area of study to accelerate designing generative models for revolutionizing

visualization technology.
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Chapter 4

Augmenting the Design Process of
Adjacency Matrix Views using
a Deep Generative Model

A node-link diagram represents a node as a point and an edge as a line segment

connecting the two points associated with its incident nodes. Another popular way

to visualize a graph is visually encoding an adjacency matrix. An adjacency matrix A

is a square matrix, where the rows and the columns correspond to the nodes, and an

element Ai,j indicates the edge between node ui and node uj. For a simple, undirected,

unweighted graph, Ai,j (and Aj,i) is 1 if node ui and node uj are connected; otherwise,

Ai,j = Aj,i = 0.

An adjacency matrix view is a visual representation of an adjacency matrix by

coloring an area mark for each element of the matrix based on its value [169]. Although

node-link diagrams are more popularly used for visualizing graphs, adjacency matrix

views are often preferred for dense graphs. Matrix views do not suffer from occlusion

issues of node-link diagrams, such as node overlaps and edge crossings. Thus, adjacency

matrix views can have higher perceptual scalability and information densities than

node-link diagrams.

Different node-link diagrams can show distinct structural characteristics of the same

graph depending on how the nodes are laid out in a two- or three-dimensional space.
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In an adjacency matrix view, nodes are laid out linearly in terms of their order along

the rows (and the columns) of the matrix; and different node orderings often highlight

different structural information of the same graph (e.g., Figure 4.1). Therefore, it is

essential to find those “good” node orderings that show the aspects of a graph that

users wish to spotlight.

Decades of research have introduced many matrix reordering methods, which

sort the rows and the columns of a matrix to reveal the structural information in the

data [22, 151, 231]. However, there is no “best” method, as each method follows a

different set of heuristics that can reveal certain structures in a graph. Therefore, users

typically try multiple reorderings of the given adjacency matrix using different methods

until they find one that best fits a specific visualization goal. Unfortunately, this trial-

and-error approach is time-consuming and haphazard, which is especially challenging

for novices.

This chapter presents a technique that builds an intuitive interface for users to effort-

lessly find the desired adjacency matrix view of a graph. The fundamental approach

follows the one for node-link diagrams presented in Chapter 3. We first collect a set

of reordering examples of the adjacency matrix of the given graph. Then, we train a

generative model that learns a latent space of diverse matrix reorderings of the given

graph. Finally, based on a grid of samples from the learned space, we build a what-

you-see-is-what-you-get (WYSIWYG) interface that enables users to intuitively depict

diverse reorderings of the given adjacency matrix.

Although the idea of building a WYSIWYG interface using the learned latent space

of a deep generative model is the same as Chapter 3, there are several unique challenges

in designing a neural network architecture that can reorder an adjacency matrix. As

reordering a matrix is not a differentiable problem, we need a differentiable approxima-

tion to train a neural network with backpropagation. However, a naive approximation

of an adjacency matrix can be invalid, which does not represent the same structure as

the given graph. In addition, depending on the automorphisms of the given graph,

some distinct node orderings may produce the same result.

69



This chapter designs an encoder-decoder architecture and its training scheme that

addresses these challenges. Some key design elements are as follow:

• During training, the model generates “soft” permutation matrices using a relaxed

sorting operator to enable gradient-based learning.

• To ensure the resulting matrices are valid adjacency matrices of the given graph,

the decoder learns to produce permutation matrices and then permutes the given

adjacency matrix.

• The loss function takes only the resulting reordered matrices into account and

does not consider how the nodes are permuted.

Our evaluation results show that the presented architecture is capable to learn a genera-

tive model that can visualize a graph in diverse matrix reorderings.

Most existing research in this area generally focused on developing algorithms that

can compute “better” matrix reorderings for particular circumstances. This chapter

introduces a fundamentally new approach to matrix visualization of a graph, where a

machine learning model learns to generate diverse matrix reorderings of a graph. A

grid of samples from the learned latent space shows representative matrix reorderings

of the given graph. Therefore, users can effortlessly find the desired matrix reordering

using the presented technique to design effective matrix visualization of a graph for

meeting a given analysis goal.

4.1 Related Work
Designing a deep generative model for matrix reordering is related to matrix reordering

methods, deep generative modeling, and deep learning for sorting. This section focuses

on matrix reordering methods and deep learning techniques for sorting as Section 3.1.2

already discussed deep generative modeling.

4.1.1 Matrix Reordering

Matrix reordering is a problem of finding a “good” ordering of the rows and columns of a

relational matrix (e.g., an adjacency matrix and a correlation matrix) to reveal structural

information from a set of objects. This problem is also known as (or equivalent to)
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seriation, linear arrangement, and sequencing. Since there can be n! different permutations

of a set of n objects, a brute-force enumeration approach to finding a good node ordering

is infeasible even for a graph with a few dozens of nodes.

Decades of research across various disciplines have introduced many methods

for matrix reordering, where each method uses a different set of heuristics, such as

traveling salesman problem solvers [230], spectral ordering (i.e., the order of the Fiedler

vector) [20, 68], and hierarchical clustering [16, 75, 96]. Several studies [22, 101, 151, 231]

have reviewed various matrix reordering methods and have shown that different

methods can show distinct patterns in the same matrix.

Unfortunately, it is not clear how to derive a suitable reordering for the given

dataset and analysis goal [23, 24]. Users typically first produce multiple reorderings

of the given matrix using various methods and then select one that fits the given

circumstances. Several techniques have been introduced to support users through such

a trial-and-error process by providing interactive methods to steer matrix reordering

algorithms [24, 43, 109, 212]. The goal of these techniques is to narrow down the search

space. Therefore, multiple trials with continuous human intervention would be required

to explore other possible reorderings of the same matrix. In contrast, our approach is to

build a model that can produce diverse reorderings of the given matrix, not to narrow

the search space. Moreover, we train such a model in a fully unsupervised manner, thus

not requiring human intervention.

4.1.2 Deep Learning for Sorting

Sorting is one of the most important problems in computer science. Matrix reordering is

also a sorting problem, where the goal is to find an ordering that can uncover structural

information in a relational matrix. For our goal, we need to train a neural network that

can produce diverse reorderings of the adjacency matrix of the given graph. However,

sorting is not differentiable with respect to the input. It is thus impossible to use

end-to-end gradient-based optimization to train a neural network with exact sorting

functions.

Recently, a number of relaxed (differentiable) sorting operators have been introduced
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to enable gradient-based learning of models that include a sorting process [94, 161, 180].

The outputs of these relaxed sorting operators are “soft” permutation matrices. For

example, the output of the Sinkhorn operator [161] is a doubly stochastic matrix, where

the sum of any row or any column is 1. In addition, the NeuralSort [94] and SoftSort [180]

operators produce a unimodal row stochastic matrix, where any row has the sum of 1

and has a unique argmax.

Using soft permutation matrices computed by the relaxed sorting operators, we can

train a neural network model with approximated solutions. Once training is completed,

these relaxed sorting operators can output “exact” permutation matrices to produce

actual solutions for evaluation. For instance, since an output of the NeuralSort [94]

and SoftSort [180] operators is a unimodal row stochastic matrix, we can simply apply

row-wise argmax to get an exact permutation matrix. For a model with the Sinkhorn

operator [161], an exact permutation can be obtained by passing the output of Sinkhorn

operator (i.e., the output of the previous layer) to a linear assigment problem solver

(e.g., Hungarian method [143]).

We use these relaxed sorting operators for learning a deep generative model that

produces diverse reorderings of the adjacency matrix of a graph. In the evaluation, we

compare two relaxed sorting operators for our problem, namely Sinkhorn [161] and

SoftSort [180].

4.2 Approach
This chapter aims to design a technique for users to intuitively find the desired matrix

view of a graph. More specifically, the goal is to learn a deep generative model that

can systematically visualize a graph as multiple adjacency matrix views with diverse

node orderings that can reveal different structural information of the same graph.

This section describes the whole process of constructing a deep generative model for

matrix reorderings, from gathering training samples to designing the neural network

architecture.
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Figure 4.1. Different structural patterns of the same graph can appear depending
on the reordering methods. This example shows three different reorderings of the
adjacency matrix of the karate graph (Table 4.1) using the shortest-path distances
between the nodes. Throughout this chapter, the color of the multi-colored matrices
and node-link diagrams represents the community structure of the graph [209], so the
readers can easily compare different matrix reorderings, unless otherwise specified.
However, this clustering-based color mapping is not commonly used. Thus, we also
show single-colored matrices when possible, which better demonstrate how different
orderings show distinct patterns in real-world matrix visualizations.

4.2.1 Training Data Collection

In order to learn a high-quality generative model that can produce various matrix

reorderings, we need to collect a large and diverse set of matrix reorderings of the given

graph. We collect such a dataset using various matrix reordering methods, multiple

measures for computing distances between nodes, and random initial node orderings.

As we discussed in Section 4.1.1, decades of research have led to many matrix

reordering methods. The adjacency matrix of the same graph can reveal different

structural patterns depending on which method is used, as shown in Figure 4.1. Thus,

an obvious way to collect diverse reorderings of the given graph is using multiple

reordering methods.

This chapter focuses on a simple, undirected, unlabeled graph (see Section 2.1.1

for the definitions). Since an adjacency matrix of an undirected graph is a symmetric

matrix, we can use a single node ordering for sorting both the rows and columns of

the matrix. Figure 4.2 shows an overview of the matrix reordering process. To reorder

the adjacency matrix A of an undirected graph, a matrix reordering method typically

begin with a pairwise distance (or dissimilarity) matrix D, where Di,j represents the

distance between nodes ui and uj, and Di,i = 0. Therefore, depending on the measure

of distance, we can get different reordering results with the same reordering method.
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Figure 4.2. Reordering the adjacency matrix A of an undirected graph. A reordering
method takes pairwise dissimilarities D between the nodes and computes a permuta-
tion P of the nodes minimizing a loss function to reveal structural information in the
graph. In this example, two primary clusters (blue and red) are clearly visible in the
reordered adjacency matrix AP, but not in the unordered one A.

The shortest-path distance is one of the most common measures for calculating

dissimilarity between nodes in a graph. Another common approach is considering the

adjacency matrix of a graph as the feature vectors of nodes, where each row/column

represents the corresponding node. Then, general distance (or dissimilarity) functions

(e.g., Table 4.2) can be used to obtain the pairwise distance matrix, and the resulting

matrix reorderings can vary greatly depending on the measure, as shown in Figure 4.3.

We include the shortest-path distance and various distance functions (e.g., Table 4.2) to

collect diverse reordering results of a graph.

When two nodes have the same set of adjacent nodes, their adjacency vectors (i.e., a

row/column of the adjacency matrix) are the same. In this case, the distance between

the two nodes can be calculated as 0, if the distance function only considers their

adjacency vectors (e.g., Euclidean distance). In order to distinguish nodes with the

same set of adjacent nodes, self-loops are often added (i.e., set the diagonal elements

of the adjacency matrix to be 1) before computing the pairwise distance matrix, so

Shortest-Path Euclidean Yule

Figure 4.3. Different structural patterns of the same graph can appear depending on
the distance measure, although the same reordering method is used. This example
shows reordering results of the macaque graph (Table 4.1) using three different distance
measures with the TSP [53, 230] method.
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Figure 4.4. Different structural patterns of the same graph can appear by adding
self-loops even with the same reordering algorithm and the same distance function. In
this example, the matrix reorderings of the gd96c graph (Table 4.1) are computed with
ARSA [38] and R2E [46] and the Jaccard distances between nodes. The results are quite
different depending on whether the raw adjacency matrix (A) or the adjacency matrix
with self-loops (Â) is used for computing distances between nodes. The adjacency
matrix with self-loops (Â) is only used for computing distances between nodes, but
not for visualizing a graph.

that the distance between two different nodes is greater than 0. The same reordering

method with the same distance function can produce very different results depending

on whether self-loops are added or not, as shown in Figure 4.4. We use both the (raw)

adjacency matrix A and the adjacency matrix with self-loops Â of the given graph when

we compute the pairwise distances.

Lastly, several reordering methods often produce different results depending on the

initial node orderings. Figure 4.5 shows such an example, where the same reordering

method with the same distance measure produce different reordering results just be-

cause of the initial orderings of the given adjacency matrix are different. Thus, we also

include a number of random initial orderings in when collecting a training dataset.

Obtaining a large collection of matrix reorderings can take a significant amount

of time. However, similar to the data collection process of the previous chapter (Sec-

(a) (b) (c)

Figure 4.5. Different structural patterns of the same graph can appear depending on
the initial node ordering even though the same reordering method and the distance
measures betwen nodes are used (OLO-Average and shortest-path distance in this
example). In the previous examples (Figure 4.1, Figure 4.3, Figure 4.4), the same initial
node orderings were used for each graph.
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tion 3.2.1), the training process can begin as soon as we have a few dozen samples with

mini-batch training schemes. Therefore, the model training process and the data collec-

tion process can be performed simultaneously and incrementally. With the incremental

training process, users can utilize our generative model as quickly as possible.

4.2.2 Permutation Equivariance

A permutation of the nodes of a graph is said to be an automorphism if the permutation

preserves the adjacency of each node. In other words, if the permutation P is an

automorphism, the permuted adjacency matrix AP = PAPT is equal to the original

adjacency matrix A (0 = AP − A).

When a graph has a nontrivial automorphism (i.e., non-identity automorphisms),

there are multiple different permutations that produce an equal reordered adjacency

matrix. Figure 4.6 shows such an example, where two different permutations P1 and P2

of the karate graph produce the same reordered adjacency matrix (0 = AP1 − AP2).

Hence, we need to design a neural network architecture and a loss function consid-

ering the fact that different permutations can produce an equal reordered adjacency

matrix. However, finding all the permutations that produce the same reordered adja-

cency matrix is practically impossible since the graph automorphism problem belongs

to the class NP of computational complexity, similar to the graph isomorphism problem.

Therefore, the architecture and the loss function need to be permutation equivariant:

they should not depend on how the nodes are permuted, but only on the resulting re-

(a) Layout (b) A (c) P1 (d) P2 (e) P1 ∨ P2 (f) AP1 and AP2

Figure 4.6. Permutation equivariance. Different permutations can produce an equal
matrix reordering result depending on the structure of the given graph. In this example,
although the permutations P1 and P2 are different, the reordered adjacency matrices
AP1 and AP2 are equal. The orange and green cells are the difference in the two
permutations P1 and P2 (c, d, and e), and the blue nodes and cells (a, b, and f) are the
nodes in the graph associated with the difference.
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ordered adjacency matrices. We thus train the model to reconstruct reordered adjacency

matrices, not to reconstruct permutations (i.e., node orderings). We describe our design

of the architecture and the loss function in more detail in Section 4.2.3.

4.2.3 Architecture

This section discusses an encoder-decoder architecture to learn a generative model that

can produce diverse matrix reorderings of the given graph. The architecture follows the

general framework of VAEs [134], which we discussed in the preliminaries in Section 3.2.

Figure 4.7 shows an overview of the architecture.

Encoder The encoder’s goal is to learn the low-dimensional latent representation z

of a reordered adjacency matrix AP = Reorder(A, P) = PAPT (Figure 3.3a), where A is

the original adjacency matrix and P is the permutation matrix that represents a node

ordering. As we discussed in Section 4.2.2, we use a reordered adjacency matrix AP as

the input object rather than a permutation P because there can be different permutations

that produce the same reordered adjacency matrix.

There is another intuition of using reordered adjacency matrices as the input objects:

we can treat a reordered adjacency matrix as an image since it is a visual representation

of the given graph designed to help the viewers comprehend the data. With this

intuition, we design the encoder inspired by neural networks for learning a generative

model of images [134, 186]. For example, Kingma and Welling [134] have designed

a variational autoencoder using a multi-layer perceptron (a fully-connected neural

network), where the input images are converted as one-dimensional vectors before they

are fed to the encoder. In addition, Radford et al. [186] used a convolutional neural
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Figure 4.7. Our encoder-decoder architecture that learns a generative model from a
collection of example matrix reorderings. We describe this architecture in Section 4.2.3
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network, which has been widely used for various computer vision tasks [149], for

designing a generative adversarial network [92].

Whether we use a multi-layer perceptron (MLP) or a convolutional neural network

(Conv), the fundamental goal of the encoder is to learn a highly compressed repre-

sentation z that captures the essence of a reordered adjacency matrix AP, where each

layer of the encoder gradually reduces the dimensionality of representations. In the

evaluation (Section 4.3), we compare two encoder designs (MLP and Conv) for learning

a generative model of matrix reordering.

We set the encoder to produce a two-dimensional representation of the input AP.

Similar to the latent space of node-link diagrams in the previous chapter (Figure 3.1), a

two-dimensional latent space is straightforward to map a grid of generated samples on

the latent space. Thus, the users can effortlessly interpret and navigate the latent space

by using the grid of generated samples as a WYSIWYG interface. We use the uniform

distribution of [−1, 1]2 as the prior distribution so that the encoder learns to represent

the input AP in [−1, 1]2.

Decoder The decoder’s goal is to reconstruct the input objects from their latent

representations—computed by the encoder. In general, the decoder is trained to re-

construct the input objects (e.g., images of handwritten digits [134]) directly from the

trainable parameters (i.e., weights and biases) of the neural network. However, for an

adjacency matrix, naively training the decoder to reconstruct an input (i.e., a reordered

adjacency matrix AP) from the decoder leads to producing an invalid adjacency matrix.

For general image data (e.g., landscapes, portraits, and animals), small errors in

the generated results do not have a substantial effect on the viewers’ understanding

of the image content. In the case of an adjacency matrix view, however, even a small

reconstruction error can lead to producing an invalid visualization that can mislead

the viewers about the data, where the graph structure represented by a reconstructed

adjacency matrix is different from the structure of the given graph. Therefore, we need

to ensure that the decoder produces adjacency matrices representing exactly the same

structure as the given graph.
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We design the decoder to generate a permutation matrix P′ and then reorder the

given adjacency matrix A with the generated permutation matrix P′. Specifically, the

input AP is reconstructed as AP′ = Reorder(A, P′) = P′AP′T, where P′ is the output of

the decoder and A is the original adjacency matrix (Figure 4.7c). In essence, the decoder

learns to reconstruct the permutation matrix P (or its automorphism) of the input matrix

reordering AP = PAPT, not to directly reconstruct AP.

For the decoder to produce a permutation matrix, we use a relaxed sorting operator

that outputs permutation matrices, such as Sinkhorn [161] and SoftSort [180] (discussed

in Section 4.1.2). A relaxed sorting operator is placed after the decoder’s layers with

trainable parameters (SoftPerm Figure 4.7b). We set the SoftPerm to produce “soft”

permutation matrices during training to enable gradient-based learning and exact per-

mutation matrices at the inference time. While a reconstructed adjacency matrix AP′ can

be different from the input AP, the decoder always produces a valid permutation matrix.

Therefore, the decoder is guaranteed to generate adjacency matrices that represent the

same structure as the given graph.

While both Sinkhorn [161] and SoftSort [180] operators produce a permutation

matrix, they have several differences in terms of their computational complexity and

the mathematical characteristic of produced “soft” permutation matrices. We compare

two decoder designs in the evaluation to investigate their differences in building a

generative model of matrix reordering.

4.2.4 Training

The parameters of the encoder and the decoder are trained to minimize the reconstruc-

tion loss LX and the variational loss LZ, as our architecture is a VAE [134]. For the

variational loss LZ, we use the sliced-Wasserstein distance [139] described in Equa-

tion 3.3, like our generative model for node-link diagrams (Section 3.2.5).

The reconstruction loss LX measures the difference between the input matrix re-

ordering AP = PAPT and its reconstruction AP′ = P′AP′T, where A is the original

adjacency matrix, P is the permutation matrix that represents the input node ordering,

and P′ is the permutation matrix produced by the decoder. We don’t consider the
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difference between the input node ordering P and the generated node permutation

P′ since there can be different orderings that produce the same matrix reordering of

the input adjacency matrix, as we discussed in Section 4.2.2. We directly compare the

difference between the corresponding elements of AP and AP′ . For example, we can

use the sum of the differences as the reconstruction loss: LX = ∑
i,j
‖(AP)i,j − (AP′)i,j‖. In

addition, since the adjacency matrix of a simple graph is a binary matrix, the binary

cross-entropy loss can be used, which is widely used for training a binary classification

model: LX = ∑
i,j
−
(
(AP)i,j · log(AP′)i,j +

(
1− (AP)i,j

)
· log

(
1− log(AP′)i,j

) )
.

4.3 Evaluation
This section describes the evaluation of the generative model introduced in this chapter.

The primary goal is to validate whether the model can learn to produce diverse matrix

reorderings of the given graphs, not just memorizing the training samples. We perform

quantitative and qualitative evaluations of the generative model for reconstructing

unseen matrix reorderings (i.e., the test dataset).

4.3.1 Datasets

This evaluation uses eight real-world graphs and around ten thousand orderings per

graph (Table 4.1). For each graph, we first collected 13,500 matrix reorderings using 25

distance measures between nodes (Table 4.2), 27 matrix reordering methods (Table 4.3),

and 20 random initial orderings.

The 25 distance measures consist of the shortest-path distances between nodes, 12

distance measures (Table 4.2) based on the adjacency matrix (a row of adjacency matrix

represents a node), and the 12 distance measures based on the adjacency matrix with

self-loops (i.e., the diagonal elements of the matrix is 1). The 27 matrix reordering

methods (Table 4.3) are selected from the R package seriation [102], which provides

publicly available, robust implementations of multiple matrix reordering methods.

Although other methods are available in the package, these methods could not compute

reorderings of all the eight graphs in a reasonable amount of time (24 hours). The 20

random initial node orderings are used as some matrix reordering methods produce
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Name Type |V| |E| |E|
/
|V| |AP| t Source

karate Social network 34 78 2.29 7,964 3.27 [144, 241]
cat Brain network 52 515 9.90 9,060 4.49 [194]
gd96c Synthetic 65 125 1.92 10,973 6.65 [177]
macaque Brain network 71 438 6.17 9,682 7.16 [240]
polbooks Co-purchase 105 441 4.2 10,303 11.15 [144]
collab Collaboration 129 847 6.57 8,420 13.68 [236]
ego-fb Social network 148 1,692 11.43 10,193 16.15 [150, 156]
jazz Collaboration 198 2,742 13.85 10,212 27.58 [89, 144]

Table 4.1. The eight graphs used in the evaluation. |V|: the number of nodes, |E|: the
number of edges, |AP|: the number of unique reorderings (Section 4.3.1), t: the time it
took to collect the training dataset in minutes

different results depending on the initial node ordering of the given graph (Figure 4.5).

A reordering can be the same as the reverse of another. Therefore, a reordering is

reversed if its reverse has a higher similarity with a reference reordering—a Spectral

reordering is used in this evaluation.

For the reconstruction evaluation, we perform 5-fold cross-validations, where 80%

reorderings of a graph are used for training, and 20% reorderings of the graph are

used for testing. To properly evaluate the generalization capability of a model, the

reorderings in the test set should not be used for training the model. Thus, we extract

unique reordered adjacency matrices from the 13,500 reorderings of a graph. The

numbers of unique matrix reorderings and the time it took to collect the training dataset

of each graph are shown in Table 4.1. Extracting unique adjacency matrices is required

only for the evaluation purpose; it is optional for using our technique in practice.

4.3.2 Architectures and Configurations

We compare four different architectures, which are the combinations of two encoder de-

signs (MLP and Conv) and two decoder designs (Sinkhorn and SoftSort): MLP-Sinkhorn,

MLP-SoftSort, Conv-Sinkhorn, and Conv-SoftSort. Figure 4.8 shows the encoders and

decoders in detail. The encoder architectures generally follow the ones for images. The

MLP encoders’ design follows the encoder of a variational autoencoder [134]. Conv

encoders’ design is similar to the discriminator of a deep convolutional generative
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Distance Definition

Euclidean
√

∑ (ui − vi)
2

Manhattan ∑ |ui − vi|

Cosine 1− u · v
‖u‖2‖v‖2

Dice
N01 + N10

2N11 + N01 + N10

Hamming N01 + N10

n

Jaccard
N01 + N10

N11 + N01 + N10

Distance Definition

Kulsinski
N01 + N10 − N11 + n

N01 + N10 + n

Rogers-
Tanimoto

2 (N01 + N10)

N00 + N11 + 2 (N01 + N10)

Russell-Rao
n− N11

n

Sokal-Michener
2 (N01 + N10)

2 (N00 + N11) + 2 (N01 + N10)

Sokal-Sneath
2 (N01 + N10)

N11 + 2 (N01 + N10)

Yule
2 · N01 · N10

N00 · N11 + N01 · N10

Table 4.2. The 12 metrics used in the evaluation for computing the dissimilarity
between a pair of nodes. Nij is the number of occurrences of uk = i and vk = j, and n is
the number of nodes. In the evaluation, 25 distance measures are derived using these
metrics consisting of 12 distance measures based on the original adjacency matrix, 12
distance measures based on the adjacency matrix with self-loops (i.e., the diagonal
elements of the matrix is 1), and the shortest-path distances between nodes.

adversarial network [186]. Both decoder architectures produce a permutation matrix,

but with different relaxed sorting operators (Sinkhorn [161] and SoftSort [180]). In this

evaluation, we selected the SoftSort [180] operator over the NeuralSort operator [94]

as they both produce a unimodal row stochastic matrix while the SoftSort operator is

more computationally efficient [180].

MLP encoders use four fully-connected layers, where it takes the input reordering

AP—an n× n matrix—as an n2-dimensional vector, where n is the number of nodes of

the given graph. Each layer learns a more compressed representation of the input AP by

gradually reduces the dimensionality of representations. From the first to third layers,

the i-th fully-connected layer (FC in Figure 4.8) takes an bn/2(i−1)c2-dimensional vector

and outputs an bn/2ic2-dimensional vector representation of the input AP. For example,

the first layer takes the n2-dimensional representation of the input AP and learns an

bn/2c2-dimensional representation. The last layer produces the two-dimensional latent
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Figure 4.8. The encoder and decoder architectures used in the evaluation. Four
architectures are derived based on the combinations of these encoder and decoder
designs: MLP-Sinkhorn, MLP-SoftSort, Conv-Sinkhorn, and Conv-SoftSort. FC(m, n)
is a fully-connected layer with the input feature size of m and the output feature size
of n. k×k Conv(m, n) is a convolution layer with the kernel size of k × k, the input
feature size of m, and the output feature size of n. Pool(s) is an adaptive max pooling
layer with the target size of s. LayerNorm is the layer normalization [13]. ELU is the
exponential linear unit [52].

representation z of the input AP from the bn/8c2-dimensional representation of it.

Conv encoders use three convolution layers and one fully-connected layer, where the

input reordering AP is considered as an n× n× 1 tensor. From the first to third layers,

the i-th convolution layer (Conv in Figure 4.8) has the kernel size of (7− 2(i− 1))×

(7− 2(i− 1)) and the output feature size of 16 · 4(i−1). For example, the second layer has

the kernel size of 5 and the output feature size of 64. Each convolution layer is followed

by layer normalization [13], ELU [52], and the adaptive max pooling. The i-th adaptive

max pooling (Pool in Figure 4.8) has the target size of bn/2ic × bn/2ic. Thus, the first

convolution layer takes the input AP as an n× n× 1 tensor and outputs an bn/2ic ×

bn/2ic × 16 tensor. The last layer computes the two-dimensional latent representation z

from the output of the third convolution layer by reshaping the bn/8c × bn/8c × 256

tensor as a 256bn/8c2-dimensional vector.

Sinkhorn decoders use four fully-connected layers and the Sinkhorn operator [161]

for computing a permutation matrix. The fully-connected layers of this decoder design

is similar to the reverse of the MLP encoder. The first fully-connected layer takes the

83



two-dimensional latent representation z and outputs an bn/8c2-dimensional vector.

From the second to fourth layers, the i-th fully-connected layer takes an bn/2(5−i)c2-

dimensional vector and outputs an bn/2(4−i)c2-dimensional vector. For example, the

fourth layer takes an bn/2c2-dimensional vector and outputs an n2-dimensional vector.

The output of the fourth layer is reshaped as a n× n matrix and fed to the Sinkhorn

operator, which produces a “soft” permutation matrix. For computing an exact permu-

tation matrix after training, we apply the Hungarian method [143] on the output of the

Sinkhorn operator.

SoftSort decoders use four fully-connected layers and the SoftSort operator [180].

While the input of the Sinkhorn operator is an n× n matrix, the input of the SoftSort

operator is an n-dimensional vector. Thus, the SoftSort decoders can produce a per-

mutation matrix with a significantly fewer number of parameters. In this evaluation,

we designed the SoftSort decoders to have 8n-dimensional hidden representations (see

Figure 4.8 for details). The fourth layer takes an 8n-dimensional vector and outputs an

n-dimensional vector, which is passed to the SoftSort operator for computing a permu-

tation matrix. After training, an exact permutation matrix is obtained by applying the

row-wise argmax operation to the output of the SoftSort operator.

All the architectures use layer normalization [13] and the exponential linear unit

(ELU) [52] on every hidden layer. Batch normalization [122] is commonly used in the

neural network architectures for computer vision tasks, especially with convolutional

neural networks. However, our pilot study showed that the models with batch normal-

ization often result in numerical instability. The elements of an adjacency matrix are

binary, whereas the pixels of a natural image (e.g., landscape, portrait, or an animal) are

often 24-bit RGB colors or 8-bit grayscale. Therefore, in our case, batch normalization

can lead to numerical instability due to the lack of diverse values of a feature across the

instances of a batch.

We use the Adamax optimizer [190] with a learning rate of 0.001 for all the models.

In our pilot study, Adamax—a variant of Adam based on infinity norm—showed more

stable training than the standard Adam with the L2 norm. For the reconstruction loss
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LX, we use the binary cross-entropy loss averaged over the elements of the adjacency

matrix. We set τ to 1.0 for both the Sinkhorn and SoftSort operators. We train each

model for 500 epochs.

Method Description

ARSA Minimize the linear seriation using simulated annealing [38].

TSP
Minimize the Hamiltonian path length using a traveling
salesperson problem solver [53, 230].

R2E Rank-two ellipse seriation method [46]

MDS-{Metric,
Nonmetric, Angle}

Minimize stress of the linear order using multidimensional
scaling (MDS) [112]. Three MDS variants are used.

HC-{Average, Single,
Complete, Ward}

Uses a linear order of the leaf nodes in a dendrogram
obtained by hierarchical clustering [75]. Each variant uses a
different clustering method.

GW-{Average, Single,
Complete, Ward}

Hierarchical clustering methods with the leaf-node ordering
method developed by Gruvaeus and Wainer [96].

OLO-{Average, Single,
Complete, Ward}

Hierarchical clustering methods with the optimal leaf
ordering method by Bar-Joseph et al. [16]

VAT
Uses the order of node addition in Prim’s algorithm, which
finds a minimum spanning tree [28].

Spectral-{∅, Norm}
Uses the order of the Fiedler vector [20, 68]. “Spectral” uses
the (unnormalized) Laplacian matrix, and “Spectral-Norm”
uses the normalized Laplacian matrix.

SPIN-{NH, STS}
Sorting Points Into Neighborhoods [210]. Two variants are
used: “SPIN-NH” uses the neighborhood algorithm, and
“SPIN-STS” implements the side-to-side algorithm [210].

QAP-{LS, 2Sum, BAR,
Inertia}

Formulates reordering as a quadratic assignment problem.
Each variant uses different heuristics, namely the linear
seriation problem formulation (QAP-LS) [119], the 2-sum
problem formulation (QAP-2Sum) [20], the banded
anti-Robinson form (QAP-BAR) [73], and the inertia criterion
(QAP-Inertia) [43].

Table 4.3. The 27 matrix reordering methods used for producing training data in
the experiment. The method names follow the documentation of the R package
seration [102].
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4.3.3 Implementation

We used the R package seration [102] to compute reorderings for the datasets (Sec-

tion 4.3.1). The models are implemented with PyTorch [174]. To generate the datasets

and to run the evaluation, we used a machine with an Intel i7-5960X (8 cores at 3.0 GHz)

CPU and an NVIDIA Titan RTX GPU.

4.3.4 Quantitative Evaluation

To quantitatively evaluate the generalization capabilities, we compare four different

architectures (Section 4.3.2) for each graph in terms of the average reconstruction error

rate of the test dataset—around two thousand reorderings that are not used for training

the models. Specifically, a trained model takes an input matrix reordering AP that is

not used for training the model, encodes it to the latent space, and then reconstructs

a matrix reordering AP′ from the latent representation. The difference between an

input matrix reordering AP and its reconstruction AP′ of the test dataset quantifies the

generalization capability of a generative model as it estimates how close the model can

produce unseen matrix reorderings. For a single reconstruction, the error is measured

by the ratio of the different elements of the input matrix AP and its reconstruction AP′ :(
∑
i,j

1(AP)i,j 6=(AP′ )i,j

)
/n2. We repeat 5-fold cross-validations ten times and report the

mean error rates to reduce the effects of fold assignments. We also compare the four

architectures’ computational costs based on the training time and the peak GPU memory

usage, which measures the GPU memory capacity required for training.

Results Figure 4.9a shows the mean reconstruction error rates of the 10 trials of the

5-fold cross-validations. Overall, MLP-Sinkhorn shows the lowest error rates for all

eight graphs. The results show two different rankings of the other three architectures,

depending on the graph. For polbooks, ego-fb, and jazz, the models with MLP encoders

show lower error rates than the ones using Conv encoders, where the ranking is as

follows (from lowest to highest): MLP-Sinkhorn, Conv-Sinkhorn, MLP-SoftSort, and

Conv-SoftSort. For the other graphs, the models using Sinkhorn decoders show lower

error rates than the ones with SoftSort decoders: MLP-Sinkhorn, Conv-Sinkhorn, MLP-
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Figure 4.9. The quantitative evaluation results. The error rates are computed by
the ratio of the difference between the input reordering AP and the reconstructed
reordering AP′ . The standard deviations (or standard errors) are not shown as they are
negligible.

SoftSort, and Conv-SoftSort.

Figure 4.9b shows the mean training time per epoch. For all graphs, training the

models with SoftSort decoders took a significantly shorter time than those with Sinkhorn

decoders. Given the same encoder, training the SoftSort decoders took about half the

time it took to train the Sinkhorn decoders, on average, 50.2% shorter. Except for the

largest graph (jazz), the MLP encoders took, on average, 13.3% shorter to train than the

Conv encoders with the same decoder. Thus, for these graphs, the ranking in terms of

the training time is as follows (from shortest to longest): MLP-SoftSort, Conv-SoftSort,

MLP-Sinkhorn, and Conv-Sinkhorn. For jazz, training the MLP encoders took, on

average, 26.7% longer than the Conv encoders given the same decoder: Conv-SoftSort
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(28.4 s), MLP-SoftSort (38.8 s), Conv-Sinkhorn (61.6 s), and MLP-Sinkhorn (71.8 s).

Figure 4.9c shows the peak GPU memory usage for training each model, which

measures the required GPU memory capacity. Given the same encoder, the models

using SoftSort decoders use, on average, 36.9% less GPU memory than those using

Sinkhorn decoders. For the graphs with less than 100 nodes (karate, cat, gd96c, and

macaque), the MLP encoders use less GPU memory than the Conv encoders with the

same decoder. The difference decreases as the number of nodes increases; it becomes

the opposite for the other graphs with more than 100 nodes (polbooks, collab, ego-fb, and

jazz), where the Conv encoders use less GPU memory than the MLP encoders given the

same decoder.

Discussion For many computer vision tasks, including image generation [129, 186],

convolutional neural networks (CNNs) generally outperform fully-connected neural

networks (i.e., multilayer perceptrons), even though a CNN often has a significantly

fewer number of trainable parameters. However, in this evaluation, the MLP encoders

consistently show lower error rates than the Conv encoders when using the same

decoder. This difference suggests that matrix reordering requires capturing global

patterns of the images (i.e., reordered adjacency matrices), which is what CNNs are not

good at as they process a local neighborhood at a time.

While the MLP encoders are able to capture global patterns, they are not scalable

in terms of the number of nodes, as shown in the GPU memory usage (Figure 4.9c).

Thus, a memory-efficient architecture is necessary to support larger graphs. For images,

several non-local modules have been introduced to understand global image structures

by capturing long-range dependencies between pixels [188, 222, 243]. Although general

non-local modules also consume a significant amount of memory, there have been some

attempts to simplify non-local modules for images [42, 195] to reduce memory usage.

Moreover, we believe taking the sparsity of real-world networks (i.e., an adjacency

matrix is often a sparse matrix) [17] into account could drastically decrease memory

consumption.

The Sinkhorn decoders show lower error rates than the SoftSort decoders given the
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same encoder. This could be simply because the Sinkhorn decoders have more trainable

parameters than the SoftSort decoders. However, the experiments of Grover et al. [94]

have shown that the NeuralSort operator [94]—which shares many characteristics

with the SoftSort operator [180]—outperforms the Sinkhorn operator for sorting tasks,

although the models using the NeuralSort operator have a significantly smaller number

of parameters than those with the Sinkhorn operator. While both the Sinkhorn and

SoftSort operators produce permutation matrices, the Sinkhorn operator is designed for

a general matching problem (e.g., align, canonicalize, and sort), whereas the SoftSort

(and NeuralSort) operator is designed specifically for sorting the input values (i.e.,

argsort). Our encoder-decoder architecture and loss function are designed more like

a matching problem, where the goal is to produce a permutation matrix that matches

the input matrix reordering. This design difference can affect the flow of gradients and

thus causes the performance differences.

4.3.5 Qualitative Results

Overall, the MLP-Sinkhorn models show the lowest error rates for all the graphs

(Section 4.3.4). Figure 4.10 shows several test reconstructions of five different graphs

(cat, gd96c, macaque, polbooks, and jazz) using the MLP-Sinkhorn models. The first

three rows of reconstructions of Figure 4.10 demonstrate that the MLP-Sinkhorn models

can produce diverse styles of matrix reorderings of the given graph. Especially, the

reconstructions in the first row are exact reconstructions: the models produce unseen

matrix reorderings without any difference. Although exact test reconstructions do not

guarantee that the model generates high-quality samples of a generative model, it does

demonstrate the generalization capability of our models.

Further investigation of exact reconstructions also revealed that our architectures

and loss function are indeed permutation equivariant (Section 4.2.2 and Section 4.2.3).

For the karate, collab, ego-fb, and jazz graphs, 99.5% of exact reconstruction cases have

the generated permutation matrix P′ that is not the same as the permutation matrix

of the input matrix reordering P. However, this ratio depends on the number of

automorphisms of a graph. For other graphs, all the generated permutation matrix P′ is
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Figure 4.10. Test reconstruction results of the five graphs using the MLP-Sinkhorn
models. For each pair of matrix reorderings, the left is test input, and the right is the
reconstructed matrix reordering. The label of a pair describes how the input matrix
reordering is created: matrix reordering method (Table 4.3), the type of the adjacency
matrix (A: the original adjacency matrix, Â: the adjacency matrix with self-loop), and
the distance metric (Table 4.2). The results are discussed in detail in Section 4.3.5.

the same as the permutation matrix of the input matrix reordering P.

The bottom two rows of Figure 4.10 shows a number of reconstructions with higher

losses (i.e., higher error rates). However, the reconstructions in the fourth row are

perceptually similar, although they have relatively higher losses than the first three

rows. These results show a limitation of our loss function: the per-cell loss can disagree

with the human’s perceptual similarity, which is a known issue in other computer vision

tasks [244]. We believe a perceptual loss function [244] can be used for improving the

quality of the generated samples.
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Figure 4.11. The latent space of matrix reorderings for the karate graph learned by a
MLP-Sinkhorn model. The grid of samples (center) is generated by decoding 8× 8
latent variables z in [−1, 1]2. Users can intuitively explore diverse matrix visualizations
and select one they want by simply pointing to a location in the latent space (e–g).
The heatmaps (a–d) show four quality metrics of 256× 256 matrix reorderings: (a) A
(the original adjacency matrix) + Shortest-path distance (distance measure) + the
number of anti-Robinson events (AR), (b) A + Hamming + AR, (c) A + Euclidean +
Correlation, and (d) Â (the adjacency matrix with self-loops) + Euclidean + Correlation.
The brighter colors represent “better” values in terms of the corresponding quality
metric [102]. See Section 4.3.5 for the detailed discussion.

4.4 Usage Scenario
We discuss how a learned latent space can support users in designing effective matrix

visualizations of the given graph. Browsing multiple matrix reorderings and selecting

the desired one from an unsorted list often lead to tedious trials and errors. Since we

train a model to construct a 2D latent space, a grid of generated samples can be created

to show several representative matrix reorderings of the given graph that the model

learned. Figure 4.11 and Figure 4.12 show the latent spaces of matrix reorderings for the

karate, cat, and macaque graphs learned by MLP-Sinkhorn models. The sample grids
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Figure 4.12. The latent spaces of matrix reorderings for the cat and macaque graphs
learned by MLP-Sinkhorn models. The sample grids are generated by decoding
5× 5 latent variables z in [−1, 1]2. The heatmaps (a–h) show several quality metrics
of 256× 256 matrix reorderings in [−1, 1]2: (a) A (the original adjacency matrix) +
Shortest-path distance (distance measure) + the number of anti-Robinson events (AR),
(b) A + Shortest-path distance + the closeness to the banded anti-Robinson form (BAR),
(c) A + Yule + AR, (d) A + Yule + BAR, (e) A + Shortest-path distance + AR, (f) A +
Hamming + AR, (g) Â (the adjacency matrix with self-loops) + Cosine + BAR, and
(h) A + Yule + Correlation.

provide an organized overview of diverse matrix reorderings of the given graph, where

similar matrix reorderings are placed close to each other in the latent space.

Using a sample grid as a map of the latent space of diverse matrix reorderings, we

build a what-you-see-is-what-you-get (WYSIWYG) interface, where users can intu-

itively set the latent variable z to produce different matrix reorderings and select one

they want by simply pointing to a location in the latent space. For example, Figure 4.11

shows a grid of 8× 8 samples throughout the latent space in [−1, 1]2, where the bottom

left-corner is (−1,−1) and the top-right corner is (1, 1). When the user points the loca-

tion (e) in the latent space, the latent variable z is set to (−0.746, 0.873). Then, the model
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produces the corresponding reordering shown in Figure 4.11e on the right. Users can

effortlessly produce different matrix reorderings by pointing different locations. Point-

ing the location (f) generates a matrix reordering that highlights the highly-connected

nodes of the graph: the blue and red cells that form lines in Figure 4.11f on the right.

From the location (g) in the latent space, users can produce a matrix reordering that can

show a pattern that is not obvious in the other reorderings (e and f): the olive cells are

the edges that connect the blue and red clusters.

Since a learned latent space is R2, we can create sample grids with different levels

of granularity. For instance, a grid of a smaller number of samples can be used for

showing more details of the generated adjacency matrices of a larger graph in a limited

display area, as shown in Figure 4.12. In addition, we can visualize a latent space as a

heatmap with a large number of samples to support experts in matrix reordering (e.g.,

algorithm designer).

Multiple quality metrics have been introduced to measure the “goodness” of a matrix

reordering [102]. Moreover, we can define different distance measures between the

nodes of a graph (Section 4.2.1). Thus, finding the quality metric and distance measure

that can quantify the desired quality of a matrix reordering for the given graph and

analysis goal is not a trivial task.

Figure 4.11a–d and Figure 4.12a–h show several heatmaps that represent quality

metrics of 256× 256 matrix reorderings of the corresponding graph, where the samples

from the brighter areas have “better” values in terms of the definition of each metric

(e.g., lower loss values or higher merit values [102]). For example, Figure 4.11a is a map

of the number of anti-Robinson events [46] using the shortest-path distances between

nodes, where the areas with brighter color have a smaller number of anti-Robinson

events. This metric could find a matrix reordering like Figure 4.11g, which can better

reveal the olive edges between the blue and red clusters.

By visualizing the latent space with quality metrics, experts in matrix reordering can

understand what patterns the given metric can capture or not with diverse and concrete

samples. For example, we can clearly see the differences between (1) different quality
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metrics (Figure 4.12a and b, and Figure 4.12c and d), (2) different distance measures

(Figure 4.11a and b, and Figure 4.11c and d), and (3) different combinations of quality

metrics and distance measures (Figure 4.11e–h). Thus, these heatmaps can support the

process of designing a new quality metric or distance measure.

In summary, the learned latent spaces support users in designing effective matrix

visualizations of a graph by providing a map of diverse matrix reorderings.

4.5 Conclusion
Representing a graph as an adjacency matrix is also a popular approach to graph visual-

ization in addition to using a node-link diagram. However, different node orderings

can reveal varying structural characteristics of the same graph. Therefore, finding a

“good” node ordering is an important step for visualizing a graph as adjacency matrix

views. Users generally rely on a trial-and-error effort to find a good node ordering.

In this chapter, we have introduced a deep generative model that can learn a latent

space of matrix reorderings of the given graph. Users can use the learned latent space

as a WYSIWYG interface, where they can effortlessly explore diverse matrix reorderings

and select the desired one for the purpose of visualization. To achieve this, we have

designed a novel neural network architecture to address unique challenges in learning

such a deep generative model.

A graph can be visualized in many different ways, where each visualization can

highlight different characteristics of the same graph. We hope this chapter and Chapter 3

encourage others to join a new area of graph visualization study, where the goal is to

design a method that produces diverse visualizations of the same graph, not just a

single visualization that follows only a certain set of heuristics.
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Chapter 5

Designing Graph Visualization for
Immersive Environments

One of the key freedoms of information visualization design is the opportunity to

map arbitrary information to screen space at will, allowing for great control over how

the data is presented. As most displays or representations are two-dimensional, most

information visualization techniques limit themselves to two-dimensional mappings.

That is, information visualization approaches traditionally eschew 3D techniques; 3D

visualizations projected onto 2D displays often lead to occlusion and clutter issues.

Better 2D representations generally avoid this problem. However, such a limitation is

only applicable to 2D displays. The onset of ubiquitous, consumer-level stereoscopic

displays has prompted questions of the potential effectiveness of 3D for information

visualization techniques.

Whereas 3D displays used to be rare and cost-prohibitive, recent advances have

made them ubiquitous enough that they can be assumed to be available for general

visualization approaches. The most common type of these displays currently exists in

the form of standard displays paired with eyewear that reveals different images per eye,

which is either active (where an LCD over each eye alternates views in sync with the

display) or passive (polarization of light differs per eye). However, even these displays

limit the user’s view to a small rectangular window encapsulated by the display area.
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While numerous information visualization techniques exist to visualize large data with

limited display space, screen area still presents a concrete limit, particularly since the

human eye is capable of utilizing a much larger field of view (FOV).

Larger displays such as powerwall displays or CAVE systems [80] aim to make use

of the full range of human vision, and enable nigh unlimited immersive techniques, but

these systems are often too expensive and bulky spacewise to build, as they require a

large number of displays, and massive amounts of processing power to drive them all.

Head-mounted displays (HMDs) have recently become a popular alternative. In

recent years, a number of HMDs are released or announced to be released including

Oculus Rift [1], HTC Vive [2], Sony PlayStation VR [3], Google Cardboard [4], and

Microsoft Hololens [5]. With these devices, a small, but high resolution display is placed

directly in front of the user’s eyes, such that each eye’s view can be tightly controlled.

Thus, it is unnecessary to show the entire scene; only the user’s view needs to be

rendered. Due to recent rapid improvements in features such as pixel density, high

refresh rate, and low latency head tracking, HMDs have quickly become both feasible

and affordable. Consumer-grade HMDs are quickly nearing a point where they can

be treated as commodity hardware. These devices create immersive environments at

a fraction of the cost of large display systems. The ubiquity of such devices enables a

multitude of visualization possibilities.

Immersive scientific visualization techniques have been well explored, as 3D en-

vironments are ideally suited for 3D immersion. As such, scientific visualization has

been a driving force behind the development of virtual reality systems. However,

investigation into the applicability of such immersive environments for non-spatial

data has been extremely sparse. Even the concept of employing stereoscopy for non-

spatial data has had limited exploration [36, 159]. In fact, previous research has found

that stereoscopic representations are particularly helpful for graph visualization in

certain tasks [11, 93, 225, 226], though these approaches limit themselves to traditional

rectangular displays.

In this chapter, we present a novel study of layout, rendering, and interaction
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methods for immersive graph visualization. Specifically, the primary contributions of

our work are:

• New layout methods and the edge routing techniques specifically designed for

immersive environments.

• Rendering techniques for enhancing clarity and highlighting techniques to better

support interaction with the graph visualization.

• A user study for comparing different layout methods using a number of common

graph exploration tasks in an immersive environment.

The results of the user study show that traditional 2D graph visualization are ill suited

for immersive environments. Methods specifically designed for immersive graph

visualization like ours are in need. In this manner, we have not only established an

improved understanding of the effectiveness of the immersive graph visualization, but

also posited general guidelines for future immersive visualization approaches.

5.1 Related Work
Virtual reality and stereoscopic techniques have a long history of being used in scientific

visualization [37, 39, 213], applied to GIS data [26], volume data [229], and medical

imaging data [164]. When the data has a 3D spatial attribute, such techniques are a

natural fit.

The use of 3D in information visualization has been demonstrated for a long time

[36, 208]. However, most existing 3D information visualizations are displayed on 2D

displays with the monocular depth cues such as perspective, occlusions, motion parallax,

and shading [58, 223]. Stereoscopic 3D displays provide one additional important

depth cue: binocular disparity. Stereoscopy has been shown to be beneficial for some

information visualization tasks [159]. Notably, stereoscopy has been shown in multiple

user studies to be effective for graph visualization tasks [11, 93, 225, 226].

The earliest study on using stereoscopy for graph visualization was done by Ware

and Franck [224]. They considered general low-level tasks for graph analysis such as

identifying paths between two highlighted nodes, and found that stereoscopy with head
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tracking outperforms those in 2D condition. About ten years later, Ware and Mitchell

[225, 226] conducted similar studies but in a higher resolution display. They found that

participants showed less error rates with both motion parallax and stereoscopic depth

cues, and stereoscopic viewings showed faster response times, regardless of the motion

parallax. A more recent study done by Alper et al. [11] showed the effectiveness of

stereoscopic highlighting techniques for 2D graph layout. While there was no significant

difference between the stereoscopic highlighting and static visual highlight (color),

participants performed better when both highlighting were used together. Halpin et

al. [104] used an immersive system, but they still used a standard Euclidean layout and

employed the stereoscopy just for highlighting. Barahimi and Wismath [18] used HMD

to view a 3D layout. In most of these studies, the graph is generally looked at from

outside so that they often requires lots of viewpoint navigation and cluttered.

To keep the user’s viewpoint equidistant to most of the display area, immersive

environments can be modeled very naturally with a spherical or a cylindrical paradigm,

with the user at the center. While there are lots of 3D graph layout approaches [110], few

graph layouts work in a spherical space [120, 138, 168, 205, 233] because most existing

graph layouts perform their calculations in the standard Euclidean space. Kobourov

and Wampler [138] introduced a force-directed method to calculate a graph layout

in an arbitrary Riemannian geometry. Hyperbolic graph layout works in a spherical

space [167], but nodes/edges would go through the user’s view in the center of the

sphere. Wu and Takatsuka [233] used a self-organizing map to place a small graph on a

sphere, but this is based on multidimensional node properties. While these methods

work in the spherical space, they are not designed to be looked at from the inside of

the sphere. In this chapter, we introduce layout and interaction techniques specifically

designed for immersive environments.

In graph visualization, one challenge is how to effectively handle large number of

edges. Edge bundling techniques [77, 113, 114] are common methods for routing edges

to avoid clutter. While 3D layouts can eliminate many edge crossings by utilizing the

additional dimension, conveying the depth of the edges presents an additional challenge.
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Figure 5.1. The viewer is placed at the center of the sphere, on which the graph is laid
out.

The studies of vector field visualization and diffuse tensor imaging techniques have

explored this same problem. One basic technique is to illuminate the lines [15, 154].

It has also been shown adding halos can help enhance perception of relative depth

between lines [78, 79, 152], though halos do not work for dense lines. To add the effect

of global illumination, ambient occlusion may be used as done by LineAO [74]. We

adopted a simplified version of LineAO [74] to emphasize the structure of a graph

without compromising the frame rate.

5.2 Methods
In an immersive environment, the visible scene is arranged omnidirectionally around

the user’s viewpoint. As much of the scene will be out of the user’s view at any time,

this naturally evokes exploration through head motion. Performing such navigation

comfortably is often limited by the range of motion of the user’s neck, which is often

relatively fixed positionally, but flexible angularly (e.g., in a seated usage). Therefore,
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Figure 5.2. Layout and rendering strategies. (a) place nodes on the surface of a
sphere; (b) employing spherical edge bundling; (c) adding depth routing; (d) adding
illumination. The detail views of the red rectangle can be found in Figure 5.8.

visibility of the scene from the perspective of the user’s viewpoint is vital. However,

traditional 3D graph layout often requires lots of spatial navigation in order for the user

to find viewpoints that are good for perceiving depth and comprehending the structure

of the graph [11]. To improve on this, it is important to find or create an ideal viewpoint

that does not require the user to perform such heavy navigation [93]. Our approach

targets this by using graph layouts on the surface of a sphere and by placing the user’s

viewpoint at the center of the sphere (Figure 5.1), so that all nodes are equally visible

to the user through angular motion alone. In order to reduce occlusions, edges are

routed outside the sphere in a bundled fashion (Figure 5.2c). Lastly, as graph rendering

involves rendering large numbers of lines, we utilized dense line rendering techniques

from scientific visualization works (Figure 5.2d).

5.2.1 Spherical Graph Layout

It is non-trivial to calculate the layout of a graph on the surface of a sphere as it is

non-Euclidean space. While several studies [120, 138, 168, 205, 233] introduced methods

that can calculate a graph layout on the surface of a sphere, most existing graph layout

algorithms are designed for 2D Euclidean space. Thus, while dedicated spherical graph
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(a) Gnomonic projection geometry (b) Stereographic projection geo-

motry

Figure 5.3. Spherical projection geometry. Linear distances in the plane are not linear
on the surface of the sphere (gray lines).

layouts are possible, this work focuses on methods of effectively mapping existing 2D

graph layout approaches to the surface of a sphere, in order to maximize the utilization

of existing graph works.

While the surface of a sphere is also a 2D space, it is impossible to map a 2D Euclidean

geometry to the surface of a sphere without distortion. The field of cartography has

explored map projections from a sphere to a plane fairly extensively [125]. To map

a 2D graph layout to the surface of a sphere, we need a process that calculates the

inverse of such map projections (i.e., that maps locations on a plane to locations on the

surface of a sphere). Of the numerous kinds of map projections, we focus on gnomonic

and stereographic projections, because they provide continuous mappings to arbitrary

planes, and have well defined distortions that can be compensated for. We also used

spherical coordinates and a cubed sphere as additional ways to map 2D layouts onto

the sphere’s surface.

5.2.1.1 Gnomonic Projection

In a gnomonic (or rectilinear) projection, a hemisphere is projected from its center radi-

ally outward onto a plane that is tangent to the hemisphere at a point. One advantage

to this projection is that great circles are projected to straight lines on the plane, i.e., a

straight line on the plane is a geodesic arc on the sphere. Gnomonic projection ( 5.3a)

projects a point p on the surface of a sphere from the center c of the sphere to point qg

on a tangent plane of a point o [57]. This projection can only be used to project one

hemisphere at a time because it projects antipodal points p and p′ to the same point qg
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(a)
Direct

Gnomonic
Projection

(b)
Radially

Compensated
Gnomonic
Projection

(c)
Independently
Compensated

Gnomonic
Projection

(d)
Direct

Stereographic
Projection

(e)
Spherical

Coordinates

Figure 5.4. Mapping 2D graph layouts to the surface of a sphere. The upper two rows
of images are what the user sees, and the bottom row of images show the mapped
grid points on the sphere surface. The top row of images show the corner area of
treemap-based layout [165]. The middle row of images show Gosper curve based
layout [166] as an example of roughly circular layout.

on the plane.

Let us consider a unit sphere in R3. There is no distortion at the tangent point o,

but distortion increases the further a point is away from o. The geodesic arc op on the

sphere corresponds the line segment oqg on the plane. By considering the points o, c,

and qg as a right triangle, the length of oqg is tan α. The result of this is that in a naive,

direct mapping the points from the plane to the surface of a sphere, the points further

away from o become compacted on the sphere, as can be seen in 5.4a. Therefore, before

mapping a point from the plane onto the sphere, we compensate for this by normalizing

the point and then distorting them radially according to q′g = o + tan ‖u‖ · û, where

u = qg − o. While this is good at preserving radial distances, one limitation of direct
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application of this mapping is that it does not preserve angles or straight lines. This

becomes especially apparent with rectangular input layouts (such as a treemap-based

layout [165]). This angular distortion can be seen in the corners in 5.4b. Also, the FOV

available for the graph is limited because corners get wrapped much further around

the sphere than the sides, so this mapping is limited by extrema in the layout, such

as corners or outliers. Thus, this specific mapping works best with roughly circular

layouts. If the layout is more circular and less dependent on straight-line boundaries

(as in many force directed layouts or the Gosper curve based layout [166]), the angular

preservation is less of an issue.

As a compromise, we also employ the option of warping the x and y dimensions

independently as x′ = tan x and y′ = tan y before mapping, as demonstrated in 5.4c,

In this manner, corners are not overly extended. Also, horizontal or vertical lines are

preserved as perceptually linear arcs along the surface. However, distortions in area

will increase as the FOV increases. Notably, the area of regions near the bounds of a

rectangular area would shrink to zero as they near the hemisphere boundary, meaning

this approach is only really useful for relatively narrow FOV. In practice, this approach

is best suited to a limit of 120° FOV for the graph.

5.2.1.2 Stereographic Projection

Stereographic projection [57] projects a point p on the surface of a sphere to the point qs

on the plane tangent to the sphere at point o along a ray originating from the antipodal

point n opposite o, as illustrated in 5.3b. Similar to gnomonic projection, stereographic

projection offers very predictable and analyzable distortion. Unlike gnomonic projection,

stereographic projection is good at preserving angular properties. Notably, circles on

the sphere that do not pass through the point n are projected to circles on the plane and

vice-versa.

As in gnomonic projection, regularly spaced points in a Euclidean space would

be skewed when projected to spherical space, as can be seen in 5.4d. Unsurprisingly,

this follows the same tangential law as Gnomonic projection, so the same correctional

options are applicable. However, one big difference between gnomonic projection
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(a) 120°×67.5° FOV (b) 180° FOV (c) 360° FOV

Figure 5.5. Spherical graph layouts: 2D layouts can be mapped to the sphere with some
amount of distortion. Preserving angles with independent axis corrective mapping (a)
is appropriate for rigid, rectangular structures, but is limited in field of view (FOV).
Radial corrective mapping (b) works well for roughly circular layouts on a hemisphere.
For full immersion (c), we use a space filling curve defined on a cubed sphere to cover
the entire surface.

and stereographic projection is that the angle β in stereographic projection is half of

the angle α in gnomonic projection. Thus, we can either warp the plane radially by

q′s = o + tan ‖v‖2 · v̂, where v = qs − o, or warp the x and y dimensions independently

as x′ = tan x
2 and y′ = tan y

2 .

5.2.1.3 Spherical Coordinates

Another straightforward method is mapping 2D coordinates (x, y) to spherical coordi-

nates (φ, θ). The major difference between this and the projection-based approaches is

that in spherical coordinates, all points along the equator are undistorted, but the distor-

tion increases towards the poles. As shown in 5.4e, points near the poles are greatly

compacted. Unlike in previous approaches, this distortion is not as simple to account

for. However, by limiting the range of the vertical angular axis, the consequences of this

distortion can be minimized. While this limits the vertical range of space that is utilized,

it still allows the use of up to the full 360 degree horizontal range.

5.2.1.4 Cubed Sphere Mapping

For a completely immersive layout, the nodes should be distributed roughly evenly in

all directions, not just on the front hemisphere. One of the best ways we found to do
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this was to employ a cubed sphere, where a graph layout is calculated onto a cube, and

then each face of the cube is mapped onto the sphere. As the gnomonic projection, the

grid cells of each cube face are warped with a tangent function. Because of the rigid

boundaries, it is imperative to preserve straight lines, as the interfaces between the faces

should be contiguous. Thus, we warp the x and y dimensions independently forming

what is commonly referred to as an equiangular cubed sphere [65].

A space-filling curve layout then maps very nicely to this approach, as a space-filling

curve can be defined on the surface of a cube as six planar space-filling curves, one each

face, that are still contiguous as one single curve [65]. To compute this layout, we break

the graph into 6 sections, lay out the nodes for each section in a separate plane, warp

their x and y values according to a tangent function, and finally map each plane onto

the appropriate face of the cubed sphere. This ensures an even distribution of nodes

over the entire surface, while preserving cluster locality.

5.2.2 Field of View Variation

The one thing all the spherical mappings have in common is that there is flexibility in

the range of the sphere to utilize. That is, the layout algorithm has control of how much

FOV to utilize for the graph.

One important aspect to consider is the range of motion of the user’s neck (cervical

spine). Particularly when the users seated, they often look forward, and to the left

and right without moving their torso. Also, the visual density of a graph should be

considered to determine appropriate FOV for the graph. Too wide of an FOV can be

overly strenuous to the user, and can hide parts of the graph in regions the user might

not even see. Conversely, too narrow FOV can be overly cluttered and less immersive.

So it is generally better to limit the FOV of the layout to be within the average range of

motion of neck, unless the graph is complex enough to benefit from wide FOV.

There are several criteria to measure this range. We used what is referred to as the

active range of motion (the range of movement through which a person can actively

move the joint without any assistance). Several studies [6, 239] show that the vertical

range of the motion of is roughly 50° upwards (extension) and 60° downwards (flexion),
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and the horizontal range left and right are around 80° each. Thus, the maximum range to

limit ourselves to should be around 160° horizontal by 100°–110° vertical. We confirmed

this during our pilot study, where we found that the users were not comfortable near or

over these limits. So, in our evaluation of the effect of FOV within these limits we used

layouts at 3 FOVs: with horizontal FOVs of 150°, 120°, and 90°, each with a 16×9 aspect

ratio.

5.2.3 Edge Bundling

Edge bundling techniques [77, 113, 114] are frequently used to improve the legibility

of dense or complicated node-link diagrams. The main difference between these tech-

niques lies in how the curves of the edges are calculated. These techniques use curves

such as Bezier curves, B-splines, or Catmull-Rom splines to route edges along control

points. We apply a variant of hierarchical edge bundling [113] to our immersive graph

visualization.

Direct application of edge bundling to a spherical layout using computations in

3D Euclidean space would not work well for our purposes, as the bundles would run

through the inside of the sphere close to the viewer, obscuring the nodes of the graph.

Rather, just like the layout of the nodes, we route the edges around the surface of the

sphere instead. In addition, we also route edges away from the outside of the sphere

according to the clustering hierarchy, with the edges that has longer path along the

clustering hierarchy routed further away from the sphere than short ones, in order to

improve visibility when viewed from the inside of the sphere.

5.2.3.1 Spherical Edge Bundling

The first step is to route the edge on the surface of the sphere. That is, given the start

point, end point, and a set of intermediate control points, all on the surface of the

sphere, we want to compute a cubic B-spline that also lies on the surface. Most spline

calculation algorithms are defined using linear interpolation in Euclidean space, such

as de Boor’s algorithm [62]. In the Euclidean space, a B-spline is calculated using de

Boor’s algorithm as:
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Figure 5.6. Hierarchical edge bundling routes edges with splines that follow the clus-
tering hierarchy. Each control point corresponds with a cluster node in the hierarchy.
We compute the edge spline in two stages. A spherical spline (yellow) is calculated
with a spherical B-spline according to the control points on the surface (red). Then,
we calculate the 1D depth spline according to the height of the corresponding clus-
ter nodes in the clustering hierarchy (blue). Finally, the spherical spline is extended
radially (green) by applying the depth spline.

pj
i(t) =

LERP(pj−1
i−1(t), pj−1

i (t), rj
i) if j > 0

pi if j = 0

where rj
i =

t− ti

ti+k−j − ti
,

LERP(p0, p1, t) = (1− t)p0 + tp1

(5.1)

However, linear interpolation in Euclidean space would fail to compute correctly

on the surface of a sphere, as would linear interpolation in spherical coordinates, as

the surface of a sphere is non-Euclidean. In this chapter, we used a modification of

de Boor’s algorithm that use spherical linear interpolation (SLERP [200]) instead of

Euclidean linear interpolation to calculate splines on the surface of a sphere, which is

defined as:

SLERP(p0, p1, t) =
sin(1− t)θ

sin θ
p0 +

sin tθ
sin θ

p1,

where θ = arccos(p0 · p1)

(5.2)

Replacing the Euclidean linear interpolation with the spherical linear interpolation
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in de Boor’s algorithm yields a spherical B-spline:

pj
i(t) =

SLERP(pj−1
i−1(t), pj−1

i (t), rj
i) if j > 0

pi if j = 0

where rj
i =

t− ti

ti+k−j − ti

(5.3)

In this manner, the spline is smooth from the perspective of the user in the center of

the sphere. While several studies [41, 133] have introduced more complex methods, we

found de Boor’s algorithm with SLERP to be sufficient, and it is relatively simple and

computationally efficient enough to recompute upon interaction. An example of such a

spline is shown as the yellow curve in Figure 5.6, which is computed according to the

red control points.

5.2.3.2 Depth Routing

Bundling edges using spherical splines improves the legibility of the spherical graph

layout equivalent to edge bundling in traditional 2D layouts. But it places all edges at the

same distance from the user’s viewpoint, which not only causes edge crossings which

could be avoidable, but also fails to take advantage of depth perception capabilities of

stereoscopy.

So in addition to the spherical spline computation, we also calculate a 1D depth

spline to route the edges depthwise by raising the spline off the surface of the sphere

by modulating the distance of the sample points with the samples of the depth spline.

Each control point corresponds with a node in the clustering hierarchy, so we calculate

the depth spline according to the height of the corresponding cluster node (i.e., distance

in the cluster hierarchy from the cluster node to its deepest leaf node).

We calculate the distance from the center of the sphere to a each control point of the

depth spline u in the clustering hierarchy as du = r(1 + o + s · hp
u), where r is the radius

of the sphere, o is an offset value, s is an scale value, p is an exponent value, and hu is

the height of the node u in the hierarchy. The offset value o ( 5.7a and 5.7b) determines

how much deep to route edges between nodes within the same cluster. 5.7c and 5.7d

shows the effect of the exponent value p. By varying the offset value o, the scale value s
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(a) Offset = 0 (b) Offset = .1

(c) Exponent = 1, Scale = 1 (d) Exponent = 3, Scale = .25

Figure 5.7. Depth routing parameters. By varying the offset, the scale value, and
the exponent value, we can fine-tune the edge bundling to improve the clarity of the
visualization.

and the exponent value p, we can fine-tune the edge bundling to improve the clarity of

the visualization.

In this manner, an edge is routed up the clustering hierarchy, moving further away

from the user’s viewpoint up to the least common ancestor cluster, and then back

towards the user as it traverses down the other side of the clustering hierarchy. The

result of this is that the longer, inter-cluster bundles are also the furthest away from the

user, while shorter, more intricate structures remain close to the viewpoint. While closer

edges occlude other edges from the user’s viewpoint, the edges with the depth routing

( 5.8b) are longer, and bundled, making them easier to perceive. Also, the legibility is

improved even further with illumination techniques, as shown in 5.8c.
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(a) without depth routing (b) with depth routing (c) with depth routing and illumi-

nation

Figure 5.8. Depth routing and rendering techniques.

5.2.4 Rendering Techniques

Rendering dense bundles of lines has been well studied for scientific visualization, such

as diffusion tensor imaging or streamline visualization. As such, there are numerous

techniques available that could be applied to graph visualization, such as illuminated

lines [15, 154], halos [78, 79], or LineAO [74].

LineAO [74] is particularly effective since it is both utile and efficient. It emphasizes

both local structure and global structure using multiple hemispheres of different radius

for ambient occlusion sampling. To enable maximum frame rate of our implementation,

we simplified LineAO to using two hemispheres of two radius (local and global).

Figure 5.8 shows our simplified LineAO result.

Standard line rendering produces unintuitive perceptual cues at close distances.

Specifically, any strand-like object in the real world will appear larger at close distances

and smaller when far away. In order to convey this, simple line rendering is not nearly

sufficient. As such, we have to employ tube rendering techniques, so that the width and

shading will correspond correctly with depth. In order to maintain efficiency, pumping

large amounts of geometry through the rendering pipeline would be counterproductive.

So instead, we utilize geometry shaders to expand lines into depth-dependent quads,

and use pixel shaders (or fragment shaders) to compute the appropriate normals. For

distant (sub-pixel) edges, standard line rendering is still used both to increase the
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performance, as lines are simpler to compute, and to avoid sub-pixel rasterization

issues, such as culling the polygons of the edges entirely.

While a graph visualization should benefit from any number of these techniques,

there are critical performance limitations to consider. Current HMD rendering tech-

niques require to render two views separately, one for each eye, which leads to signifi-

cant performance drop. For a HMD, high frame rate and low latency tracking system

are both of critical importance in order to avoid inducing nausea in the user. As such, it

is imperative for a visualization to run with frame rate as close to the display’s refresh

rate limit as possible. The current generation of Oculus Rift, (DK2), runs at 75 Hz, and

future HMDs will run at 90 Hz or higher. To get a high frame rate while still attaining

good rendering quality, we used Unreal Engine 4 [7] to employ real time rendering

technologies which have been extensively optimized by the game industry.

5.2.5 Interaction Techniques

Interfaces within HMD environments is an area of many open challenges and opportu-

nities. Since the user loses direct sight of their hands from within the device, traditional

mouse and keyboard interaction is limited. While hand tracking devices such as Leap

Motion [8] are gaining popularity in conjunction with virtual reality environments, we

found that the currently available generation of the hand tracking devices were not well

suited to the tasks of our user study, and users are not as familiar with them as they are

with traditional input devices. Thus, we still wanted to use a basic cursor paradigm, as

most users are familiar with mouse interaction. In all cases, the 3D selection follows a

ray from the center of the view through the cursor.

We considered three methods of controlling a cursor within a HMD environment:

• Cursor follows center of the user’s view, without mouse control

• Cursor follows relative to the user’s view, with mouse control

• Cursor does not follow the user’s view (stay in the world), mouse control only

The first (and simplest) of these options is to lock the cursor to the center of the

user’s view. Then, the cursor is moved entirely via head tracking. This is the simplest

method since it eliminates the need for additional mouse control, other than simple
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button interactions. Also, the cursor will always be in the user’s view. However, there

is no freedom to change the cursor position while maintaining a particular view, and

precision requires precise neck motion which can tire the user.

The second method option is to still have the cursor track with the user’s view, but to

use the mouse to move the cursor within the view. This offers the advantages of keeping

the cursor always in the user’s view, while allowing the user to fine tune the mouse with

a traditional mouse input. However, in our pilot study the users found this method

to be confusing. When having the cursor’s position depend on both head motion and

mouse movement, the cursor to move a lot, often in unintuitive ways. Also, when user

changes their view while the cursor is periphery of the view, many unexpected and

distracting interactions occur.

The last option is to control the cursor via the mouse relative to the fixed spherical

space, regardless of the user’s view direction. This is the most similar to the 2D displays

that users are used to, because in traditional desktop environments, the cursor keeps its

position on the 2D screen space even when user looks at different portions of the screen.

However, the downside to this approach is that the cursor can leave or be left outside

of the user’s view. To counter this, when the cursor is outside of view frustum, we

show an arrow that pointing cursor’s position, and we added a key shortcut to reset the

cursor’s position to the center of the user’s view. Our pilot study found this approach

to be the most effective, so we used this option for our user studies.

5.2.6 Interactive Highlighting

The cursor provides a method of interacting with the graph, but there is also flexibility

in how to represent interactions such as inspection, highlight, or selection. We utilize

a modified variant of an existing stereoscopic highlighting technique [11] combined

with our depth routing techniques and smooth animated transition to better utilize

stereoscopic depth cues.

As shown in 5.9a, the edges are routed outside of the sphere before highlighting.

When a node is highlighted ( 5.9b), the highlighted node is moved closer to the user’s

viewpoint which is the center of the sphere. Also, its adjacent nodes are brought closer to
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(a) Before highlighting (b) After highlighting a

node

(c) Highlighting both

nodes in an edge

Figure 5.9. Highlighting technique. The upper row of figures are external views for
illustration and the lower row of figures are user’s views. (a) Before highlighting, nodes
are laid out on the sphere’s surface. (b) On highlighting, a node and its neighbors are
brought closer to the user, with the highlighted node closer than its neighbors. (c) If
two nodes are highlighted, an edge between them is also brought in to the closest focal
depth.

the user too, but no more than the highlighted node. The edges that have a highlighted

node are also brought closer to differentiate them from other edges. To do this, we

transform the depth spline for edge routing of the highlighted edges to be in between the

default layout sphere and the focal sphere to bring the edges closer naturally, reducing

occlusion or edge crossings for the highlighted edge. The overall effect is that the

highlighted nodes/edges are easily distinguished from the remainder of the graph, and

the immediate connections are easy to visually follow to their destinations. To further

accentuate this, we can apply a halo technique to the highlighted edges.

Multiple nodes/edges can be highlighted and brought into the focal sphere, allowing
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(a) 2D layout (b) Spherical layout

Figure 5.10. Stereoscopic highlighting technique [11] on 2D graph layout (a) and
spherical graph layout (b).

the user to explore any potentially interesting paths or relations that they find. To

emphasize the edges between the highlighted nodes, we remove the depth routing and

set the depth to be the same as the highlighted nodes, so that the entire edge spline is

on the focal sphere ( 5.9c). We implemented these depth routing changes with smooth

animated transitions for user can keep the track of nodes and edges.

We brought a node closer to the user when they are highlighted it (see Figure 5.10).

In spherical layouts ( 5.10b), the direction of ‘getting closer’ is same as the direction

from the node to the viewpoint. Thus, any other interactions on the highlighted node

can be performed without moving the cursor again. In a 2D layout ( 5.10a), however, if

you highlight a node then the position of the node changes in the user’s view. So the

user needs to move the cursor each time they re-interact with the highlighted node. In

fact, the highlighted node in a 2D layout can move to the outside of the user’s view.

5.3 User Study
The main purpose of our user study is to evaluate the use of spherical graph layouts

and depth routing techniques in immersive graph visualization. The findings from a

preliminary pilot study helped set up this study. For example, we found that for many

participants, some tasks were either too simple or difficult preventing us from obtaining

meaningful results. We also learned that cursor movement for selection should follow

mouse movement alone and not depend on head movement. Furthermore, the prelim-

inary study helped find how best to properly label the graph during viewing. These
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findings enabled us to remove unwanted factors that would impact the performance of

the participants in the new study. The pilot study also helped us narrow the scope of

the new study; we dropped the comparison of different displays [179] and focused on

the specifics of using a HMD.

5.3.1 Experiment Design

For our study, we designed a within-subjects experiment: 3 visualization conditions × 3

graph sizes× 4 tasks. We evaluated three dependent variables in the study: task completion

time, correctness rate, and number of interactions. Task completion time does not include the

time to read the task description. Correctness rate is the percentage of tasks correctly

answered. Number of interactions counts the number of pointing (mouse over on a node),

number of highlighting (left click on a node), and number of selecting (right click on a

node).

5.3.1.1 Visualization Conditions

We considered three visualization conditions:

C1: 2D graph layout. The graph is laid out on the plane.

C2: Spherical graph layout without depth routing. The graph is laid out on the surface

of a sphere.

C3: Spherical graph layout with depth routing. The graph is laid out on the surface of

a sphere.

All conditions used our modified stereoscopic highlighting [11], and the same rendering

techniques (Section 5.2.4). All participants used a HMD, which is an Oculus Rift DK2.

Graph labels always face toward user’s viewpoint with the same size.

With the 2D graph layout, we decided not to use depth routing for several reasons.

First, depth routed edges are skewed (or narrowed) toward the view direction as a result

of perspective distortion. This can be resolved by calculating the depth routing in view

space, but if the view changes then the shape of depth routed edges is also changed,

which introduces more confusion to the users. Also, the shape of depth routed edges

seen by the participant would not be natural if the view direction is not perpendicular

to the 2D graph. If we used orthographic projection to render, the participant would

115



lose the depth perception.

In conditions without depth routing (C1 and C2), we assigned the control points of

the 1D depth spline for edge routing (i.e., clusters along a path) by linear interpolation

of the depth of the two nodes of the edge.

5.3.1.2 Tasks

We used four tasks in the study:

T1: Find common neighbors. Select all nodes that are common neighbors of two given

nodes, not just one or the other. The participant can find common neighbors by first

highlighting the two given nodes, then look at which nodes have edges connected

to the given nodes.

T2: Find the highest degree node. Among four given nodes, select the node with the

highest degree (most neighbors). User can count the neighbors of each given node by

highlighting it.

T3: Find a path. Find an ordering of a given set of nodes which forms a path along edges from

node A to node B, visiting each node once. The participant was given a start node, an

end node, and three other labeled nodes, and instructed that there exists a path

that goes through them. The participant was then asked to find the order of the

nodes in this path.

T4: Recall node locations. Find the start node and the end node used in the previous task.

To compare the spatial memory in different visualization conditions, we asked

users to remember the locations of the start node and the end node given in T3.

The labels of given nodes are always shown during the tasks, the labels of other nodes

are hidden unless they are pointed (mouse over), highlighted (left click), or selected

(right click).

5.3.1.3 Graph Size and Field of View

We used three different graphs with different data sizes (i.e., the number of nodes and

number of edges) and spatial sizes (FOVs) for the experiment. One additional graph

was used for the training session. To keep the visual density of the graph visualizations,

we assigned the FOV of a graph according to its size.
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It is not necessary to follow the aspect ratio of the HMD for the aspect ratio of the

graph layout because the virtual world has infinite space; however, we used 16×9

aspect ratio for all graph layouts according to the estimated range of motion of the

participant as discussed in Section 5.2.2.

The graph visualization was located at 10 meter away from the participant’s view-

point in the virtual world. Naturally, the default view direction is the direction from

viewpoint to the center of the graph layout. Also, the 2D graph layout (C1) is perpen-

dicular to the default view direction. The distance from the viewpoint to a node is

equidistant in a spherical graph layout (C2 and C3), and is closest at the center of a 2D

graph layout while the distance increases for nodes away from the center. The geodesic

width of a spherical graph layout (C2 and C3) is rθ and the width of a 2D graph layout

(C1) is 2 · tan( θ
2), where θ is the horizontal FOV of the graph.

The four datasets are:

D0: This graph [241] consists of 34 nodes and 78 edges. The FOV of this graph is

60°× 33.75°. This graph was used in the training session.

D1: The small graph [137] consists of 77 nodes and 254 edges. The FOV of this graph is

90°× 50.625°.

D2: The medium graph [88] consists of 116 nodes and 615 edges. The FOV of this graph

is 120°× 67.5°.

D3: The large graph [227] consists of 297 nodes and 2359 edges. The FOV of this graph

is 150°× 84.375°.

5.3.2 Participants

We recruited 21 (12 males and 9 females) participants in our user study. The age of the

participants ranged from 21 to 34, with the mean age of 25.71 years (SD = 3.96). The

group consists of 11 undergraduate students and 10 graduate students. Each participant

completed the experiment in about 60 minutes including initial setup, training session,

and questionnaires.

Nine participants have normal vision. Ten participants wear eye glasses. Two partic-

ipants wear contact lenses. All participants are not color-blind. We adjusted HMD for
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each participant. The participants wearing glasses used HMD without glasses. How-

ever, they had no other vision condition than nearsightedness which can be resolved

by adjusting focal distance of HMD. None of the reported differences in vision was

statistically significant.

Only one participant had previous experience with HMD. 19 participants had pre-

vious experience with stereoscopic viewing from television or movie theater. 14 par-

ticipants indicated that they had seen a graph visualization (e.g., a node-link diagram)

before, and knew what it is, but had never used it. Seven participants had no experience

with graph visualization.

5.3.3 Apparatus and Implementation

For a fair comparison of different FOVs for graph visualization, it is necessary to

maximize the use of the given area for graph layout. Therefore, the graph layout was

calculated using a treemap-based approach [165] in all visualization conditions. To

avoid learning effects between tasks, we randomized the graph layout by randomly

reordering each level of the hierarchical clustering and randomly orienting intermediate

levels of the treemap by multiples of 90°. Nodes were labelled with a three-digit unique

random number to remove any possibility of the participants answering the questions

from meaningful node labels. The participants used a standard computer mouse as an

input device with the spherical cursor technique described in Section 5.2.5.

The participants were seated in front of a desk and used Oculus Rift DK2 [1]. The

Oculus Rift DK2 has a 1920×1080 px (split to 960×1080 px per eye) OLED panel with a

75 Hz refresh rate. NVIDIA GTX 980 graphics card was used to render the visualization.

The rendering was maintained at about 75 frames per second. The positional tracking

was enabled only in C1 because the spherical graph layouts (C2 and C3) do not require

the positional tracking.

5.3.4 Procedure

Prior to the beginning of the experiment, we informed the participants of possible issues

(e.g., eyestrain, disorientation, or sickness) and right to exit the experiment at any time.
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The participants had no time limit for the tasks.

Before each experiment, we adjusted the HMD (for the distance between the pupils

of each eye and the distance between HMD lens and the cornea) for each participant.

We showed a demo scene about 3 minutes to the participants to identify any issue (e.g.,

lack of depth perception, eyestrain, disorientation, or sickness) with the HMD. None of

the participants had any issue with the HMD.

5.3.4.1 Training

We first instructed the participants about how to use three interaction techniques, point-

ing (mouse over), highlighting (left click), and selecting (right click). The participants

was asked to point, to highlight/dehighlight, to select/deselect specific nodes that

the experimenter asked to do so. Each participant first conducted 12 training trials (3

visualization conditions × 4 tasks) using D0 to be familiar with the experimental setup

and procedure. We then instructed the participants about the strategies for finding

a correct answer for each task. During the training, we indicated to the participant

whether his/her answer was correct.

5.3.4.2 Experiment

The tasks were presented to the participants in the same repeated order from T1 to T4.

The order of visualization conditions × datasets (graph sizes) combinations was counterbal-

anced.

Before each trial, the participant was allowed to rest and could continue to the next

trial when ready. Before each trial, we reset the participant’s head position and view

direction in both physical world and virtual world to remove effect from bad calibrations.

The participant read the task description without the graph visualization. After the

participant understood the task, then the graph visualization appeared and the task

description became hidden to maximize available display area. The task descriptions

were shown again when the participant requested it. The participant answered the

question by selecting nodes. The participant was asked to talk loud for proceeding

to the next step rather than through a GUI to avoid uncontrolled effect from the GUI.

During experiment, we did not give any indication to the participant on whether an
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Figure 5.11. Results of the experiment. (a) shows the overall task completion time in
each visualization condition, which is then broken down by tasks (b) and datasets (graph
sizes) (c). Similarly, (d-f) show correctness rate and (g-i) show number of interactions
with the same breakdowns. Overall, using C2 and C3 outperforms C1 in terms of
task completion time and number of interactions. While the overall correctness rate is not
significantly different between visualization conditions, using C3 shows significantly
higher correctness rate than C1 for the largest graph we tested (D3).

answer was correct or not.

After all trials, the participant was asked to comment on the advantages and disad-

vantages of the visualization conditions and point out any specific features that he/she

liked or disliked in experiment.

5.3.5 Hypotheses

Based on the setting of our user study, we expected to obtain three main results:

H1: For all tasks, spherical graph layouts (C2 and C3) would outperform 2D graph

layouts (C1) in immersive environments.

H2: Spherical graph layouts with depth routing (C3) would outperform a spherical

120



graph layout without depth routing (C2).

5.3.6 Results

Overall, C2 and C3 often outperform C1, and are never outperformed substantially by

C1, confirming H1. Similarly, C3 often outperforms C2, as in H2.

5.3.6.1 Task Completion Time

On average, each task took 58.39s (SD = 77.86) to complete.

A repeated measures ANOVA with a Greenhouse-Geisser correction (ε = .691) shows

a significant effect of visualization condition on task completion time (F1.38,27.63 = 16.05, p <

.001). Average task completion times ( 5.11a) are 75.77s for C1 (SD = 103.19), 56.22s for

C2 (SD = 67.02), and 43.20s for C3 (SD = 50.55). Post-hoc tests using the Bonferroni

correction indicate that C3 is significantly faster than both C1 (p < .0001) and C2 (p <

.05), and that C2 is also significantly faster than C1 (p < .05).

We found a significant effect of task on task completion time (F3,60 = 10.23, p < .001).

Unsurprisingly, the participants required more time to answer for more complex tasks.

Average task completion times ( 5.11b) are 53.06s for T1 (SD = 80.06), 44.86s for T2 (SD =

53.89), 76.89s for T3 (SD = 91.75), and 58.77s for T4 (SD = 77.85).

When we analyzed the results for each task separately, there are significant effects of

visualization condition on task completion time for T1 (F1.21,24.15 = 6.01, p < .05, ε = 0.604,

using Greenhouse-Geisser correction) and T3 (F2,40 = 12.68, p < .0001), but not T2 or T4.

For T1, both C3 (p < .01) and C2 (p < .05) are significantly faster than C1. For T3, C3 is

significantly faster than both C1 (p < .001) and C2 (p < .05), and C2 is also significantly

faster than C1 (p < .05).

Our analysis shows a significant effect of dataset (graph size) on task completion time

(F2,40 = 3.45, p < .05). As would be expected, the participants required more time to

answer for larger graphs. Average task completion times ( 5.11c) are 52.30s for D1 (SD =

80.60), 56.54s for D2 (SD = 71.75), and 66.34s for D3 (SD = 80.54).

5.3.6.2 Correctness Rate

On average, 87.70% of the answers were correct (SD = 17.02) for all 21 participants.
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While we did not observe a significant effect of visualization condition on correctness

rate (F2,40 = 2.08, p = 0.14), C3 slightly outperforms the others about 3.5% on average.

Average correctness rate are 86.51% for C1, 86.51% for C2, and 90.08% for C3 ( 5.11d).

However, there is a significant effect of visualization condition on correctness rate (F2,40

= 6.92, p < .01) only for the largest graph we tested (D3). For D3, average correctness

rate are 80.95% for C1, 88.1% for C2, and 95.24% for C3 ( 5.11f). Post-hoc tests using the

Bonferroni correction show C3 is significantly different from C1 (p < .05) only for D3.

We found that correctness rates significantly differ between tasks (F2.09,41.78 = 7.39, p

< .01, ε = .696 using Greenhouse-Geisser correction). Unsurprisingly, the participants

showed higher correctness rate for easier tasks. Average correctness rate are 78.31% for T1,

92.59% for T2, 88.36% for T3, and 91.53% for T4.

We did not find a significant effect of dataset (graph size) on correctness rate (F2,40 =

1.23, p = .30). Average correctness rate are 88.61% for D1, 88.89% for D2, and 88.1% for

D3.

5.3.6.3 Number of Interactions

We measured the number of interactions as the sum of number of pointing (mouse over

on a node) + number of highlighting (left click on a node) + number of selecting (right

click on a node). On average, each task took 21.06 interactions (SD = 27.39) to complete.

A repeated measures ANOVA with a Greenhouse-Geisser correction (ε = .603) shows

a significant effect of visualization conditions on number of interactions (F1.21,24.13 = 25.63,

p < .0001). As shown in 5.11g, average number of interactions are 28.89 for C1 (SD =

36.15), 17.75 for C2 (SD = 21.5), and 16.55 for C3 (SD = 19.87). Post-hoc tests using the

Bonferroni correction show C1 is significantly different from C2 (p < .0001) and C3 (p

< .0001).

We found a significant effect of task on number of interactions (F1.58,31.55 = 19.77, p

< .0001, ε = .526, using Greenhouse-Geisser correction) As shown in 5.11h, average

number of interactions are 17.42 for T1 (SD = 21.65), 15.6 for T2 (SD = 16.68), 34.14 for T3

(SD = 38.84), and 17.09 for T4 (SD = 22.95).

When we analyzed the results for each task separately, there are significant effects

122



of visualization condition on number of interactions for T1 (F1.23,24.68 = 14.42, p < .001, ε =

0.617, using Greenhouse-Geisser correction) and T3 (F2,40 = 28.63, p < .0001), but not

T2 or T4. For both T1 and T3, both C3 (p < .001) and C2 (p < .001) show significantly

fewer number of interactions than C1.

There is a significant effect of dataset (graph size) on number of interactions (F2,40 = 4.56,

p < .05). Average number of interactions are 19.87 for D1 (SD = 27.04), 19.29 for D2 (SD =

23.83), and 24.03 for D3 (SD = 30.73).

5.3.6.4 User’s Feedback

After the experiment, the participants were asked to answer a post-questionnaire and

comment on the experiment freely.

The participants were asked to choose their overall preference between the visual-

ization conditions (or no preference). All participants except one (who chose no preference)

preferred C3 over C2 over C1.

All ratings in the questionnaire were measured on a 7 point Likert scale, where

toward 1 meant the negative rating (e.g., difficult, not confident), and toward 7 was

the positive rating (e.g., easy, confident). We use the Friedman test (non-parametric

alternative to one-way repeated measures ANOVA) to test the ratings.

We did not observe a significant difference in confidence ratings (1: no confidence,

7: complete confidence) between the visualization conditions (p = .16). Mean confidence

ratings were 2.95 (IQR = 2) for C1, 3.43 (IQR = 1) for C2, and 3.62 (IQR = 2) for C3.

We found a significant difference in ease-of-use ratings (1: very difficult, 7: very easy)

between the visualization conditions (χ2(2) = 21.21, p < .0001), with mean ease-of-use

ratings on visualization conditions were 2.43 (IQR = 1) for C1, 4.33 (IQR = 3) for C2, and

4.67 (IQR = 3) for C3.

The participants responded T3 was the most difficult task and T2 was the easiest

task. We found a significant difference in task difficulty ratings (1: very difficult, 7: very

easy) between the tasks (χ2(3) = 27.68, p < .0001), with mean task difficulty ratings were

3.29 (IQR = 3) for T1, 5.38 (IQR = 2) for T2, 2.62 (IQR = 1) for T3, and 4.52 (IQR = 2) for

T4. The results of correctness rate also indicate that T1 and T3 are more difficult than T2
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or T4.

There is a significant difference in ease-of-use ratings (1: very difficult, 7: very easy)

between the datasets (graph sizes) (χ2(2) = 6.04, p < .05), with mean ease-of-use ratings

were 4.14 (IQR = 3) for D1, 4.43 (IQR = 2) for D2, and 3.33 (IQR = 3) for D3.

The participants offered many positive comments for C2 and C3 over C1, such as:

• “It was easier to navigate with C2 and C3”,

• “It was hard to control the cursor in C1”,

• “The nodes near corner of C1 were too far from me”,

• “C1 looks like inclined”,

• “When I highlight a node in C1 it looks like new edges are appeared”,

• “It was difficult to follow paths in C1”.

Six participants asked “can I use zoom feature?” when they are using C1 during the

experiment. But no one asks it when they using C2 or C3.

For the depth routing (C3) in particular, some user comments were:

• “It was much less cluttered in C3”,

• “I can feel richer depth perception with C3”,

• “C1 and C2 look flat”,

• “C3 looks like coral, C2 looks like broken egg shells”,

• “C3 looks more neat”.

Three participants explicitly mentioned about the edge crossings when using the visu-

alization without depth routing (C1 and C2). It is natural because the edges without

depth routing are laid on same depth so it cause more edge crossings and depth fighting

(z-fighting) problem.

We also asked to the participants to report if they had any kind of discomfort

(e.g., eyestrain, disorientation, or sickness). Two participants (one wore contact lenses,

another one had normal vision) reported they had light eyestrain, dry eye, and felt

pressure on near eye area caused by HMD. No one reported disorientation or sickness.

Two participants reported they can clearly see pixel grid of the HMD (also known as the

screen door effect) which caused by limited pixel-fill-factor of current HMD. However,
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imminent hardware improvements are addressing this in the next generation of HMDs.

5.4 Conclusion
While stereoscopic viewing has previously been shown effective for graph visualization,

ours is the first work that achieves immersive graph visualization using a HMD with

proven effectiveness. The results of the user study show that participants performed bet-

ter using our techniques than using traditional 2D graph visualization in an immersive

environment, especially for more difficult tasks and larger graphs. This chapter only

addresses a few particular design considerations with a limited scope. Even though we

have conducted our study with the use of a HMD, our design should also be effective in

other immersive virtual reality environments. Our work is an early foray into exploring

virtual reality techniques for graph visualization. More research is clearly needed before

immersive 3D visualization can begin to benefit real-world information visualization

tasks. We hope our work and findings will encourage others to join this exciting area of

study so they can help accelerate the development of usable technologies to meet the

growing demand of more effective tools for examining and analyzing large complex

data.
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Chapter 6

Conclusion

Overall, this dissertation research endeavors to answer a fundamental question for

visualizing graphs: How to visualize a graph effectively and efficiently?

Although existing approaches have mainly focused on developing a faster layout

algorithm to compute a node-link diagram, they are still cost-prohibitive for large

graphs. On the other hand, the layout results of a graph obtained with expensive

computations have only been used for visualizing the input graph itself. Chapter 2

introduces a technique that reuses the existing layouts for visualizing other graphs.

As more data becomes available, this approach can provide more accurate previews.

With the quick preview, users can make an informed decision on which layout method

to use. Thus, this approach can save a tremendous amount of time and resources for

visualizing large graphs.

Even if rapid layout methods are available, finding a desired layout for the given

circumstance is also a cognitively expensive task due to the vast design space. Much of

the previous research on graph visualization has focused on developing an algorithm

that computes a “better” layout (i.e., the node positions of a node-link diagram and the

node ordering of an adjacency matrix view). However, because of the vast design space,

it is nearly impossible to define all the heuristics to find a good layout. In contrast, my

approach in Chapter 3 and Chapter 4 is to help users systematically explore diverse

visualizations of a graph (node-link diagrams in Chapter 3 and adjacency matrix views
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in Chapter 4). Thus, users can effortlessly find the desired visualization that fits the

given circumstance. This approach is an example of artificial intelligence augmentation [44]:

a machine learning model builds a new type of user interface (i.e., layout latent space)

to augment a human intelligence task (i.e., graph visualization design).

Emerging immersive technologies introduce new ways of interacting with com-

puters. Consumer-grade immersive technologies (e.g., head-mounted displays) have

become ubiquitous that researchers can consider them for general visual analytics. We

have found that existing graph visualization techniques are not suitable for immer-

sive environments. Techniques specifically designed for immersive environments are

needed. Chapter 5 provides an effective design for visualizing a complex graph in

immersive environments.

In conclusion, this dissertation addresses several problems in the field of graph

visualization with fundamentally new approaches. I hope my dissertation work will

inspire further research into graph visualization.
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